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Abstract

Even in the face of deteriorating and highly volatile demand, firms often invest in rather than

discard aging technologies. In order to study this phenomenon, we model the firm’s profit stream

as a Brownian motion with negative drift. At each point in time, the firm can continue operations,

or it can stop and exit the project. In addition, there is a one-time option to make an investment

which boosts the project’s profit rate. Using stochastic calculus, we show that the optimal policy

is characterized by three thresholds. There are investmentand exit thresholds before investment,

and there is a threshold for exit after investment. We also effect a comparative statics analysis

of the thresholds with respect to the drift and the volatility of the Brownian motion. When the

profit boost upon investment is sufficiently large, we find a counter-intuitive result: an increase

in volatility induces the firm to invest earlier.
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1 Introduction

The computer disk drive industry underwent a series of disruptive architectural innovations (Chris-

tensen 1992). Until the mid-1970’s, 14-inch hard disk drives dominated the mainframe computer

disk drive market. Between 1978 and 1980, several new entrants introduced 8-inch disk drives which

were initially sold to minicomputer manufacturers becausetheir recording capacity was too small

and the cost per megabyte was too high for mainframe computers. As the performance of 8-inch

drives kept improving, the entrants quickly encroached upon the mainframe computer market. By

the mid-1980’s, 8-inch drives dominated the mainframe market and rendered 14-inch drives obso-

lete. Nevertheless, among the dozen or so established manufacturers of 14-inch drives, two thirds of

them never introduced 8-inch drives. Instead, they continued to enhance the recording capacity of

the extant 14-inch drives in order to appeal to the higher endmainframe market (Christensen 2000,

p. 19). Eventually, all 14-inch drive manufacturers, except those that were vertically integrated,

were forced out of the disk drive market. This pattern of industry-wide disruption emanating from

the introduction of a successful new technology is a commonplace rather than an isolated incident;

as such, it deserves serious attention. Even 8-inch drives were eventually superseded by 5.25-inch

drives. Currently, the computer disk drive industry is in the process of yet another architectural

transition, one from hard disk drives to flash solid state disks (used in USB stick drives).

This paper focuses upon the difficult investment and exit decisions of a firm facing a declining

profit stream. With the onslaught of disruptive technological innovation, as in the example of the

disk drive industry, a firm employing an extant technology faces a deteriorating profit stream due to

declining demand and/or prices. Faced with a profit stream that has eroded, it might be optimal for

the firm to cease operations and avoid recurring losses. On the other hand, if the erosion has not been

too large, then it can be optimal for the firm to make an additional investment in the project. The

pressing question is when, if ever, to invest and when to exit. Exit ought to occur when the current

profit rate is sufficiently negative; a negative value of the profit rate, however, is not a sufficient

condition to induce exit as the option to cease operations sometime in the future must be taken

into account. Likewise, a firm must invest in its operations in a timely fashion before the desirable

investment opportunity vanishes. In a highly volatile environment such as in the disk drive industry,

however, it is difficult to calculate the optimal time to invest or exit because of the uncertainty in the

future demand. After we obtain the optimal policy, we examine how increases in uncertainty affect

the optimal policy.
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In light of the declining demand, it seems counter-intuitive to invest in the current operation.

However, in the example of the computer hard disk drive industry, the manufacturers of 14-inch disk

drives continued investment even though they faced a deteriorating profit stream and, as it turned out,

eventual displacement from the industry. Christensen (2000) finds such examples in the mechanical

excavator industry and the steel mill industry as well.

The two salient features of our model are the possibility of exit and a declining stochastic profit

stream. In particular, the firm can exit at any point in time, and we model the firm’s uncertain

profit stream as a Brownian motionXt with drift µ and volatility σ where bothµ andσ are time-

independent constants known to the firm. Of course, the driftµ is the average rate of change in the

profit rate, and the volatilityσ measures the underlying uncertainty. Although the sign of the driftµ

is unrestricted, we give special attention to the case in whichµ is negative. With this representation,

the firm’s cumulative profit is the time-integral of the Brownian motion. The investment and exit

decision rules of the firm are stopping times for the Brownianmotion, and we utilize the well-known

machinery of stochastic differential equations (Oksendal2003) to find the optimal stopping times.

In Sec. 3, we present the basic model in which investment is not possible. At each point in time,

the firm must decide whether to continue operations or irrevocably exit the project. The firm seeks

to maximize its expected discounted cumulative profit by selecting the optimal timeτ at which to

exit, whereτ is a stopping time for the Brownian motion. In Sec. 4, we show that the optimal policy

is a threshold rule: it is optimal to continue operations until the profit rateXt falls below a critical

thresholdξ0, at which time it is optimal to exit. The closed-form expression for ξ0 is a decreasing

function ofµ andσ, and it reveals thatξ0 is negative.

In Sec. 5, we extend the basic model to include a one-time opportunity to invest in improving the

extant technology: at each point in time, the firm can (1) continue operations, (2) stop and irrevoca-

bly exit the project, or (3) invest in the operations. The investment increases both the current profit

rate and the drift of the profit stream by known quantities. Inview of the investment opportunity,

the firm’s policy is specified by three stopping times. The firmmust specify when to exit and when

to invest while the investment option is still available. Ifthe firm already has made the investment,

then the firm must decide when to exit. Each stopping time is characterized by a threshold. If in-

vestment has not been made, it is optimal to exit whenever theprofit rate falls below a thresholdξE,

and it is optimal to invest if the profit rate rises above a second thresholdξI . When the current profit

rate is betweenξE andξI , it is optimal to maintain thestatus quo: continue operations but do not

invest. Because there is only one opportunity to invest, after investment, the firm’s decision problem
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reduces to that of the basic model, albeit with different drift: after investment, the firm exits when

the current profit rate drops below a third thresholdξ1.

After finding the optimal policy, we effect a comparative statics analysis of the thresholdsξI and

ξE with respect toµ andσ. Although it is intuitively clear that the optimal policy ischaracterized

by thresholds, the comparative statics analysis is not straightforward. In order to obtainξI andξE,

we first need to solve an optimal stopping time problem with a reward which depends on the return

from investment. The complication is that the return from investment in turn depends on bothµ

andσ because the firm will continue operations prior to eventual exit. Nevertheless, we have been

able to effect a comparative statics analysis using a power-expansion method without resorting to a

numerical analysis.

Regarding the comparative statics of the threshold for investment (ξI ), we might be able to derive

some useful insights from real options theory. Real optionstheory has shown that, under certain mild

conditions, it is optimal to wait longer before making an irrevocable investment if the volatility of the

underlying asset increases (Dixit 1992). Waiting and observing the evolution of the value of the asset

enables the investor to avoid the downturn risk and take advantage of the upturn potential. In accord

with this intuition, we anticipate thatξI increases inσ because the upturn potential of the profit

stream increases inσ. Indeed, if the boost in the profit rate upon investment is small enough, then

ξI increases inσ as expected. Surprisingly, if the boost is sufficiently large, thenξI decreases inσ.

This seemingly counter-intuitive result obtains because the return from investment rapidly increases

in σ due to the post-investment option to exit. In the operationscontext, this comparative statics

result offers cautionary advice against blindly followingthe intuition inherited from real options

theory. See, for example, Bollen (1999) who shows that if theproduct life cycle (demand dynamics)

is ignored, then the conventional real-option technique tends to undervalue capacity contraction and

overvalue capacity expansion.

This paper is organized as follows. We review related literature in Sec. 2 and formally present

our basic model in Sec. 3. The analysis of the basic model without an investment opportunity is

performed in Sec. 4. The basic model is extended to include one investment opportunity in Sec. 5;

Sec. 5.2 is devoted to the analysis of the extended model. Lastly, we effect the comparative statics

of the thresholds in Sec. 5.3.
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2 Related Literature

There is rich literature on technology and process adoption. (See, for example, Bridges et al. 1991

for a review.) In an early paper which formulates technologyadoption as an investment problem,

Barzel (1968) uses the net-present-value approach to obtain the optimal timing of a one-time in-

vestment in adoption of technology when the future profit stream is deterministic. In the context

of process improvement, Porteus (1985) uses the EOQ model toexamine the economic trade-offs

between the cost of investment which reduces the setup cost and the benefit from the reduced setup

cost: the optimal policy is to invest if and only if the sales rate is above a threshold. Porteus (1986)

extends this work by examining a model in which lower setup costs lead to improved quality control

(lower defect rate).

An objective of the current paper is to obtain investment andexit policy under uncertainty. Many

papers have modeled technology adoption as a stopping time problem. (See, for example, Hoppe

2002 for a survey of literature.) For example, Balcer and Lippman (1984) study the optimal time to

adopt the best currently available technology when multiple adoptions are allowed. In their model,

thetimingand thevalueof future innovations is uncertain although the profitability of the currently

available technology is known. They show that it is optimal to adopt the best currently available

technology if the technological lag exceeds a threshold which depends upon the multi-dimensional

state: the elapsed time since last innovation and the pace (rapidity) of technological progress.

There is substantial literature on Bayesian models of investment and exit. Jensen (1982) develops

a decision-theoretic framework of technology adoption when the profitability of the technology

is uncertain. In his model, a firm considers adopting a technology which is either a success or

a failure. The probabilityθ of success is unknown to the firm, but it takes one of two known

values. In each period, the firm costlessly observes a Bernoulli random variable with the parameter

θ, updates its belief regarding the value ofθ, and decides whether to adopt the technology. Adoption

of a successful (unsuccessful) technology produces a positive (negative) profit, and all returns are

discounted. The optimal policy is a threshold rule with respect to the posterior probability thatθ

takes the higher value: adopt the technology when this probability is sufficiently high. McCardle

(1985) extends Jensen’s work by studying a model where it is costly to acquire information on

the uncertain profitability of the technology. In McCardle’s model, the firm must pay to observe

Bernoulli random variables which allow the firm to update itsbelief concerning the technology’s

profitability (which can assume a continuum of values ratherthan two as per Jensen). At each
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point in time, the firm can continue acquiring information, irreversibly adopt the technology, or exit.

The optimal decision rule is characterized by two (upper andlower) thresholds with respect to the

expected profitability. Later, Mamer and McCardle (1987) extend McCardle’s work by studying the

same model with competition which is either substitute or complementary, and they obtain Nash

equilibria.

Exit policies have been also studied via a Bayesian decision-theoretic approach. Ryan and Lipp-

man (2003) study optimal exit policy under imperfect information on the profit stream. They model

the cumulative profit as a Brownian motion in which the drift in cumulative profit is one of two

known constants; the higher drift is positive and the lower drift is negative. The decision-maker

updates his belief about the value of the drift by observing the realized profit at each point in time.

Using stochastic calculus, they show that it is optimal to exit when the posterior probability that

the drift is negative is high. Ryan and Lippman (2005) extendthis model by allowing the drift to

drop to the lower value after an unobservable exponential time. By observing the realized profit, the

decision-maker updates his posterior probability that theprofit stream has dropped. The optimal exit

decision in this model is also a threshold rule with respect to the posterior probability.

One focus of our paper is the impact of uncertainty on the investment and exit decisions. Dixit

(1992, p. 108) points out that, as uncertainty increases, itis optimal to wait longer before investment

if (1) the investment is irreversible, (2) the uncertainty regarding the investment is being resolved

gradually in time, and (3) the investment can be flexibly postponed. In this vein, McDonald and

Siegel (1986) study investment in an asset whose value and price evolve as geometric Brownian

motion. They find that the optimal policy is a threshold rule with respect to the ratio of the value to

the price of the asset. Moreover, the investment threshold increases in the volatility: it is optimal to

postpone investment longer as the uncertainty increases.

A number of papers address the effect of uncertainty on technology adoption using the real op-

tions approach. Essentially, they confirm the conventionalintuition regarding the value of waiting.

Farzin et al. (1998) study the optimal time to irreversibly switch to new technology when the value

and the arrival date of future improvements are uncertain. In their model, the improvement in the

value of the currently available technology follows a compound Poisson process. They allow mul-

tiple investments in technology; again, the optimal policyis a threshold rule. In particular, they

find that the pace of adoption is slower with the real-option method than with the suboptimal net-

present-value method. Alvarez and Stenbacka (2001) also use the real options approach to study the

optimal time to adopt a technology with an opportunity for improvement after adoption. Once the
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firm adopts the technology, it receives a revenue stream which evolves stochastically over time: at an

exponential time, an improved technology becomes available to the firm. They show that increased

market uncertainty (volatility) increases the real-option value of adopting the initial technology.

The real options method has also been applied to exit in a duopoly game when the profit stream

is stochastic. Fine and Li (1986) find a Nash equilibrium in stopping times in their discrete-time

duopoly game of exit from a market with declining stochasticdemand. Murto (2004) studies a sim-

ilar duopoly exit game in an industry in which the declining demand follows a geometric Brownian

motion; he obtains Markov-perfect equilibria. Although these two papers analyze a duopoly model,

they also consider the exit problem of a monopolist which is similar to our basic model. Their focus,

however, is on the strategic interaction rather than on the uncertainty.

In addition to the uncertainty in the profit stream, there is acomplicating but salient feature in

our model: exit is possible after investment. Among the papers that include this feature, McDonald

and Siegel (1985) study the valuation of a manufacturing firmfacing a stochastic price for its output

product using option pricing techniques. In their model, the product price is a geometric Brownian

motion, and the firm can shutdown and re-open its plant without cost at any point in time. In

contrast, Dixit (1989) considers fixed cost of entry and exit. In his model, the firm can enter and

exit the industry as many times as the firm wishes, and the profit stream is a geometric Brownian

motion. He shows that it is optimal to invest if the profit rateis above an upper threshold and exit if it

is below a lower threshold. He performs a numerical comparative statics analysis and finds that the

upper (lower) threshold increases (decreases) in the volatility. In his model, the investment (entry)

decision can be exercised only by an inactive firm; of course,the exit decision can be exercised only

by active firms. Our paper studies investment and exit decisions in a quite different model: the firm

has one opportunity to invest in its operations while being active in the industry, and it can exit at

any point in time. Moreover, our comparative statics results are analytical.

In the literatures on technology adoption and on exit, thereis a paucity of work on investment

when the firm faces a declining profit stream. To our knowledge, the current paper is the first to

study the impact of uncertainty on investment in an on-goingproject with an exit option available

both before and after an investment.
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3 The Basic Model

Consider a manufacturing firm whose product is produced withan aging technology or process. Be-

cause of obsolescence, its profit stream is in decline (perhaps because a substitute product produced

with a new technology is encroaching upon the market). At anypoint in time, the firm can stop the

project by permanently closing its production plant.

The firm, seeking to maximize the expected discounted value of its profit stream over an infinite

horizon, must determine the best time to cease operations and exit the market. The firm’s profit rate

at timet is a random variableXt where{Xt : t ≥ 0} is a stochastic process with continuous sample

paths whose law of motion we will specify shortly. We refer to{Xt : 0≤ t ≤ τ} as the firm’sprofit

streamwhere the stopping timeτ ≤ ∞ is the time of exit. Even whenE[Xt] is strictly decreasing in

t, there is a positive probability thatXt+u > Xt for some timeu > 0. Consequently, it may not be

optimal to exit the industry the first timeXt hits zero.

We model the firm’s profit stream as a Brownian motion with constant drift µ and volatility

σ. Specifically, letXt denote the profit at timet with Xt = X0 + µt + σBt where{Bt : t ≥ 0} is a

one-dimensional standard Brownian motion, so the profit stream has constant driftµ and constant

volatility σ. We pay particular attention to the caseµ < 0 because our main focus is modeling a

declining profit stream. If the firm begins operations at timet1 and exits at timet2, the discounted

value of its profit stream is
R t2
t1 e−αtXtdt, whereα is the discount rate.

To illustrate, suppose that the demandDt per unit time for the firm’s product is a Brownian

motion with driftµ/p, wherep is the sales price per unit, and letc be the fixed cost of operation per

unit time. Then the relationship between the demand and the profit stream is linear:

Xt = pDt −c. (1)

4 Analysis of the Basic Model

In our basic model, at each point in time, the firm must elect either to continue operations or to exit

irrevocably. Because there is no investment opportunity inthe basic model, the firm seeks a stopping

timeτ which maximizes

Ex[

Z τ

0
Xte

−αtdt] , (2)

8



Invest or Exit? Dharma Kwon,UCLA

whereEx[·] ≡ E[·|X0 = x], the expectation conditioned onX0 = x. (To be more precise,{Xt : t ≥ 0}
is a one-dimensional Brownian motion adapted to a filtration{Ft} of a probability space(Ω,F ,P).

The random variableτ is an element ofT , the set of all non-negative stopping times with respect to

the filtration{Ft}. When possible, we skip over measure-theoretic niceties.)

The objective function in Eq. (2) has no time-dependence other than through the processXt and

the discount factore−αt ; hence, we can show directly (or use the argument of Oksendal2003, p. 220)

that the optimal policy is stationary: there is a setD⊂R such that it is optimal to continue operations

as long asXt ∈ D and stop whenXt 6∈ D. The setD is called acontinuation set D. Throughout the

paper, we letτA denote thefirst exit time of the process Xt from the measurable set A:

τA ≡ inf{t > 0 : Xt 6∈ A} .

DefineRD(x), the expected return when using the stopping timeτD, by

RD(x) = Ex[

Z τD

0
e−αtXtdt] , (3)

and letV0(x) denote the firm’s optimal return whereX0 = x. Because there is an optimal policy

which is stationary,

V0(x) = sup
D

RD(x) = RD∗(x)

whereD∗ is the optimal continuation set. The optimal continuation set is also determined byD∗ =

{x : V0(x) > 0}, so D∗ is an open set becauseV0(·) is continuous. We elect not to include the

boundary ofD∗ in the continuation set.

Immediately below, we show thatD∗ is an interval of the form(ξ0,∞): there is a thresholdξ0

such that it is optimal to exit immediately whenXt ≤ ξ0 while it is optimal to continue operations as

long asXt > ξ0. Of course,V0(·) is strictly increasing on(ξ0,∞). Interestingly, we present a closed

form solution forξ0 and easily demonstrate thatξ0 < 0. By relegating some of the technical details

to Appendix B, our proof does not require a background in stochastic calculus.

Proposition 1: There is a numberξ0 < 0 such thatD∗ = (ξ0,∞), where

ξ0 = −µ
α
− σ2

µ+
√

µ2+2ασ2
. (4)
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Moreover, the optimal return function isV0(x) = 0 if x≤ ξ0 and

V0(x) =
1
α

{

x+
µ
α

+
σ2

µ+
√

µ2+2ασ2
exp[

−µ−
√

µ2 +2ασ2

σ2 (x−ξ0)]

}

, if x > ξ0 . (5)

Proof. We prove Proposition 1 in three steps: (i) We show that the optimal continuation set is of the

form (ξ,∞) whereξ ≤ 0, (ii) we explicitly construct the return functionR(ξ,∞)(x) for anyξ, and (iii)

we obtainξ = ξ0 that maximizesR(ξ,∞)(x) and show thatξ0 is a negative number.

(i) We begin by showing that the optimal continuation setD∗ is of the form(ξ,∞). We first claim

that(0,∞) ⊂ D∗. If not, there isx > 0 not inD∗ so thatV0(x) = 0. However, withA = (x/2,∞), we

see that

RA(x) = Ex[

Z τA

0
Xte

−αtdt] >
x

2α
(1−Ee−ατA) > 0 = V0(x) ,

a contradiction.

Next, we claim thatD∗ = (ξ,∞) for someξ ≤ 0. If V0(x) = 0 for all x < 0, thenD∗ = (0,∞). If

V0(x) > 0 for somex < 0, then(x,0] ⊂ D∗; otherwise, there is ay 6∈ D∗ such thatx < y≤ 0. Using

the fact that{Xt : t ≥ 0} has continuous sample paths, we have

V0(x) = Ex[
Z τD∗

0
Xte

−αtdt] ≤ yEx[
Z τD∗

0
e−αtdt] ≤ 0 < V0(x) ,

a contradiction. Thus,D∗ = (ξ,∞) whereξ = inf{x : V0(x) > 0} ≤ 0.

(ii) Consider the continuation setD = (ξ,∞). In Appendix B, we show thatRD(x), defined in

Eq. (3), satisfies the partial differential equation (PDE)

(

∂t +µ∂x +
1
2

σ2∂2
x

)

[e−αtRD(x)] = −e−αtx for x∈ D , (6)

where we use the abbreviated notation for partial derivatives:∂x f ≡ ∂ f/∂x. Appendix B also estab-

lishes thatRD(·) satisfies the linear bound

RD(x) ≤ (1+ |x|)α−1+(|µ|+σ2)α−2 . (7)

Finally, because the profit rate is identically zero after exit (which is an irrevocable decision),

RD(x) = 0 for x≤ ξ.
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It is easy to verify that the functionf (·) given below satisfies Eq. (6) and (7):

f (x) = α−1(x+µ/α)−α−1(ξ+µ/α)exp[
−µ−

√

µ2+2ασ2

σ2 (x−ξ)] forx > ξ ,

and f (x) = 0 for x≤ ξ. Moreover, it is well-known that there is auniquesolution to the kind of PDE

given in Eq. (6) satisfying a linear bound as per Eq. (7) and the boundary conditionRD(ξ) = 0 (see

Arfken 1985, Chapter 8). Therefore,R(ξ,∞)(x) = f (x).

(iii) SettingdR(ξ,∞)(x)/dξ = 0, it is straightforward to verify thatR(ξ,∞)(x) achieves its maximum

for all x∈ R whenξ = ξ0 as given by Eq. (4).

To show thatξ0 < 0, note thatµ+
√

µ2+2ασ2 > 0 and observe that

α(µ+
√

µ2 +2ασ2)ξ0 =−µ(µ+
√

µ2+2ασ2)−ασ2

=− (µ2+ασ2)−µ
√

µ2+2ασ2 ,

which is negative becauseµ2 +ασ2 > −µ
√

µ2+2ασ2. �

It is intuitively clear that the firm will exit if its profit rate has deteriorated below some threshold,

but the fact that the threshold is negative is not obvious. The reasonξ0 < 0 is that there is value in

waiting before taking an irrevocable action: even ifµ < 0 and the current profit rate is slightly

negative, it is possible for the profit rate to turn positive in the future. If the profit stream were

deterministic and monotonically decreasing, then it wouldbe optimal to exit when the profit rate

hits zero. This intuition regarding the value of waiting is consistent with the fact thatξ0 increases to

0 asσ → 0, which follows from Eq. (4) whenµ< 0.

The value of remaining in business while incurring losses has been demonstrated in practice.

Apple Inc. was hemorrhaging money in 1996 and 1997 with losses of $0.8 and $1 billion, respec-

tively. Michael Dell, the CEO of Dell Computer, remarked “What would I do? I’d shut it down and

give the money back to the shareholders.” (CNET News.com, October 6, 1997.) However, Apple

did not exit/shut down; instead, its fortunes improved dramatically, and its split-adjusted stock price

increased from $5.48 on October 6, 1997 to $172.75 on October17, 2007.

Because we have a closed-form expression forξ0, it is straightforward to obtain its comparative

statics. For convenience, we first define

γp = (−µ+
√

µ2+2ασ2)/σ2 and γn = (−µ−
√

µ2+2ασ2)/σ2 . (8)
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The constantsγp andγn are the two roots of the quadratic equation:

−α+µγ+
1
2

σ2γ2 = 0 .

The quadratic equation is derived from the second-order partial differential equation applied to the

exponential functione−αt+γx: (∂t +µ∂x + 1
2σ2∂2

x)exp(−αt + γx) = 0.

Corollary 2 : The thresholdξ0 decreases inµ andσ. Whenµ< 0, ξ0 ↑ 0 asσ → 0.

Proof. From Eqs. (4) and (8), we have

∂µξ0 = −1
α

+
1

γ2
nσ2 +

µ

γ2
nσ2

√

µ2+2ασ2
, (9)

∂σ2ξ0 =
−µ−

√

µ2+2ασ2

γ2
nσ4 +

α
γ2
nσ2

√

µ2 +2ασ2
. (10)

After some algebra, we can show that

−α−1γ2
nσ2

√

µ2+2ασ2+
√

µ2+2ασ2 +µ< 0 , (11)

−µ
√

µ2+2ασ2− (µ2+2ασ2)+ασ2 < 0 . (12)

The inequalities of Eqs. (11) and (12) are independent of thesign ofµ. Hence, both partial

derivatives ofξ0, Eqs. (9) and (10), are negative. Lastly, employ L’Hospital’s rule to verify

limσ→0ξ0 ↑ 0. �

The comparative statics ofξ0 is tightly linked to that ofV0(·). BecauseV0(·) is non-decreasing,

the threshold is determined byξ0 = inf{x : V0(x) > 0}. By this relation, if the value of the return

functionV0(·) is larger (smaller), thenξ0 is lower (higher).

Corollary 3 : The optimal return functionV0(·) increases inσ andµ for x > ξ0.

Proof. We first examine the dependence ofV0(·) on σ. Let V0(x;σ2) denote the optimal return

function and letTσ2 denote the optimal exit time when the volatility ofXt is σ. We introduceB̄t , a

one-dimensional standard Brownian motion which is independent of the processXt . For anyσ1 > 0,

we have

V0(x;σ2) =Ex
Z Tσ2

0
Xte

−αtdt = Ex
Z Tσ2

0
(Xt +σ1B̄t)e

−αtdt
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≤Ex
Z Tσ2+σ2

1

0
(Xt +σ1B̄t)e

−αtdt = V0(x;σ2 +σ2
1) .

Hence,V0(x) is non-decreasing inσ2. In fact, it is easy to show thatV0(x) is strictly increasing inσ.

From the closed-form expression ofV0(x) and the inequality

∂σ2γn =
µ

σ4 +

√

µ2+2ασ2

σ4 − α
σ2

√

µ2+2ασ2
> 0 ,

we can directly calculate

∂V0(x)
∂σ2 = −(αγn)

−1∂σ2γn(x−ξ0)e
γn(x−ξ0) > 0 for allx > ξ0 ,

in agreement with∂σ2ξ0 < 0.

Similarly, letV0(x;µ) denote the optimal return function and letTµ denote the optimal exit time

when the drift ofXt is µ. Let x > ξ0 so thatTµ > 0. For anyδ > 0,

V0(x;µ) = Ex
Z Tµ

0
Xte

−αtdt < Ex
Z Tµ

0
(Xt +δt)e−αtdt

≤ Ex
Z Tµ+δ

0
(Xt +δt)e−αtdt = V0(x;µ+δ) . (13)

Hence,V0(x;µ) is increasing inµ for x> ξ0 in agreement with the comparative statics result∂ξ0/∂µ<

0. �

As σ increases, there is more noise in the profit stream, so there is a larger upturn potential as

well as a larger downturn risk. However, the firm can take advantage of the upturn potential while

avoiding downturn risk by exit. Hence, the return function increases inσ. Because an increase inµ

improves the profit streamXt, the returnRD(·) increases for each continuation setD.

Lastly, we examine the impact of adding a lump sum salvage values receivable at the time of

exit. If plant and equipment are sold upon exit, then we anticipate s > 0. However, if there is

employee severance or liabilities associated with decommissioning of the business, thens< 0.

Proposition 4: Let V(·;s) denote the optimal return function whens is the salvage value. Then

V0(x;s) = s+V0(x−αs) ,

and the exit threshold isξ(s) = ξ0 +αs.

13
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Proof. Becausese−ατ = s−
R τ

0 αse−αtdt,

V0(x;s) =Ex[

Z τ

0
Xte

−αtdt+se−ατ]Ex = s+Ex[

Z τ

0
(Xt −αs)e−αtdt]

=s+Ex−αs[

Z τ

0
Xte

−αtdt] = s+V0(x−αs) .

BecauseV0(x;s) is increasing ins, the exit threshold is

ξ(s) = inf{x : V0(x;s) > s} = ξ0 +αs.

�

In light of Proposition 4, in the remainder of the paper, we proceed withs = 0 without loss of

generality.

5 The Model with One Investment Opportunity

In this section, we consider the possibility of a once-in-a-lifetime investment. For instance, manufac-

turers of 14-inch disk drives can, despite the writing on thewall, improve the performance (recording

capacity) of 14-inch drives in order to immediately boost demand in the higher-end mainframe com-

puter market (Christensen 2000, p. 19). Of course, exit is inevitable whenµ < 0. The sign ofµ is

unrestricted except in Sec. 5.3.

For analytical tractability, our model allows only one investment opportunity. As suggested

by Fine and Porteus (1989), in practice, the firm might have multiple opportunities for gradual

improvement in the technology/process. The impact of multiple investment opportunities is beyond

the scope of this paper.

5.1 The Model

We now include a one-time opportunity to implement an innovation which improves the quality of

the product or the process. The implementation cost isk > 0. If the quality of the product improves,

then the demand for the product increases; moreover, the demand declines more slowly. Specifically,

the investment boosts the current profit rate byb and increases the drift byδ. In terms of Eq. (1),

investment induces an increase ofb in pDt (or, equivalently, a decrease ofb in c) and an increase of

14
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δ in p ·dDt/dt. If the firm invests at timeτ, then the improved profit stream follows the process

Yt = Xt +δ(t − τ)+b , for t > τ

so thatdYt = (µ+δ)dt+σdBt .

We examine the conditions under which it is never optimal to invest. Define

g≡ α(
Z ∞

0
(b+δt)e−αtdt−k) = b+δ/α−kα (14)

so thatg/α is the net discounted gain from investment if exit never occurs.

Proposition 5: Let I be the set of states (profit rates) from which it is optimal to invest immediately.

ThenI is non-empty if and only ifg > 0.

Proof. If g≤ 0, we claim thatD∗ = (ξ0,∞) andV1(x) = V0(x): it is never optimal to invest. In order

to show that it is never optimal to invest, we compare the return functions of two candidate policies.

The first candidate policy is to invest at some stopping timeτI and exit at another stopping timeτE;

after investment, the policy is to exit at a third stopping timeτ1. The return function of this policy is

R1(x) = Ex[
Z τ

0
Xte

−αtdt+1{τI <τE}(
Z τ1

τ
(b+δ(t− τ)+Xt)e

−αtdt−ke−ατ)] ,

whereτ ≡ τI ∧ τE. For convenience, we defineτ1 = τ = τE if τE < τI . The second candidate

policy is to never invest and to exit at timeτ0 = inf{t > 0 : Xt ≤ ξ0}. Its return function isR2(x) =

Ex[
R τ0

0 Xte−αtdt]. Becauseτ0 is the optimal time to exit in the absence of investment, we have the

inequalityEx[
R T

0 Xte−αtdt−
R τ0

0 Xte−αtdt] ≤ 0 for any stopping timeT. In particular, this inequality

holds forT = τ1. Thus,

R1(x)−R2(x) =Ex[1{τI<τE}e
−ατ(

Z τ1−τ

0
(b+δt)e−αtdt−k)]+Ex[

Z τ1

0
Xte

−αtdt−
Z τ0

0
Xte

−αtdt]

≤Ex[1{τI<τE}e
−ατ(

Z τ1−τ

0
(b+δt)e−αtdt−k)] ≤ z[

Z ∞

0
(b+δt)e−αtdt−k]

=zg/α ≤ 0 ,

wherez≡ Ex[1{τI<τE}e
−ατ] ≥ 0; it is neveroptimal to invest ifg≤ 0.

Assumeg > 0, and suppose that it is never optimal to invest. By Proposition 1, the optimal

continuation set isD∗ = (ξ0,∞) and the optimal return function isV0(x). We compareV0(x) with

15



Invest or Exit? Dharma Kwon,UCLA

the expected return from immediate investment,V+
0 (x+b)−k. Let τ0 = inf{t > 0 : Xt < ξ0} denote

the optimal exit time when there is no investment opportunity, and fixx > max{ξ1−b,ξ0}. Using

integration by parts, we have

V+
0 (x+b)−k−V0(x) ≥ Ex[

Z τ0

0
(Xt +δt +b)e−αtdt−k−

Z τ0

0
Xte

−αtdt]

= −Ex[(b/α+δ/α2+δτ0/α)e−ατ0]+g/α .

It suffices to show thatEx[e−ατ0] andEx[τ0e−ατ0] converge to zero asx → ∞. For fixedξ, we let

τ = inf{t > 0 : Xt < ξ} denote the exit time from the interval(ξ,∞). Define f (x, t) ≡ Ex[e−ατ]e−αt ,

then by Eq. (25) and by the same argument given in Appendix B for unbounded continuation

sets, we haveL f (x, t) = 0. In addition, f (x, t) satisfies the boundary conditionf (ξ,0) = 1 and the

boundedness conditionf (x, t) ≤ 1. Then it is easy to verify thatf (x, t) = exp[γn(x− ξ)−αt] for

x > ξ. Thus,Ex[e−ατ] = eγn(x−ξ) → 0 asx→ ∞.

Becauseτe−ατ is a bounded function ofτ, we can interchange the order of expectation and

differentiation to obtainEx[τe−ατ] = −dEx[e−ατ]/dα = −∂αγn(x−ξ)eγn(x−ξ). Replacingξ with ξ0

andτ with τ0, it follows thatEx[(b/α+δ/α2+δτ0/α)e−ατ0] is arbitrarily small for sufficiently large

values ofx. Hence,V+
0 (x+b)−k−V0(x) > 0 for sufficiently largex, contradicting the assumption

I = /0. �

In light of Proposition 5, we assumeg > 0 for the remainder of the paper.

In the spirit of backward induction, we first examine the optimal policy after the firm has already

made an investment. Because there is only one opportunity for investment, the post-investment

problem reduces to that of Sec. 4 except that the drift of the profit stream has changed. We define

µ+ =µ+δ ,

λ =(−µ+−
√

(µ+)2+2ασ2)/σ2 , (15)

ξ1 =−µ+/α+λ−1 ,

whereµ+ andξ1 are the post-investment drift and the optimal exit threshold, respectively. Hence,

after investment, the expected return as a function of the initial profit ratex is given by

V+
0 (x) =







α−1{x+µ+/α−λ−1exp[λ(x−ξ1)]}, forx > ξ1

0 , otherwise
.

16



Invest or Exit? Dharma Kwon,UCLA

We note thatξ1 < ξ0 becauseξ0 decreases inµ.

Prior to investment, the firm needs to find the optimal stopping timeτ at which to invest or to

exit, whichever action results in a better payoff. If the firminvests at timeτ, then its expected return

starting at timeτ is V+
0 (Xτ + b)− k because its expected cumulative profit stream after investment

is V+
0 (Xτ +b) and the cost of investment isk. On the other hand, if the firm exits at timeτ, then its

return starting at timeτ is 0. Hence, the firm receives the expected payoff of max{V+
0 (Xτ +b)−k,0}

at timeτ when it makes its investment or exit decision.

Let x+ be the unique number which satisfies

V+
0 (x+ +b) = k . (16)

(This definition uniquely determinesx+ becauseV+
0 (x) is strictly increasing inx for all x such that

V+
0 (x) > 0.) Then, at the optimal stopping timeτ, it is optimal to exit ifXτ < x+ and invest ifXτ > x+

becauseV+
0 (x+b)−k > 0 if x > x+ andV+

0 (x+b)−k < 0 if x < x+. If the current profit rateXt

is x+, then immediate investment and immediate exit both yield zero expected return. Appendix C

shows that the optimal expected return is strictly positivewhenXt = x+, so it is not optimal to invest

or exit immediately whenXt = x+. Hence,Xτ 6= x+.

The optimal policy is stationary because neither the payoffmax{V+
0 (Xt +b)−k,0} nor the profit

stream has any time-dependence other than throughXt ande−αt . Thus, we only have to consider a

class of stopping timesτD = inf{t > 0 : Xt 6∈ D} expressed with respect to continuation setsD. We

can express the objective function as

RD(x) = Ex[
Z τD

0
e−αtXtdt+e−ατDh(XτD)] , (17)

whereh(·) is the lump sum payoff defined by

h(x) = max{0,V+
0 (x+b)−k} . (18)

In this new representation, the firm’s policy is to continue operations as long asXt ∈ D and to stop

as soon asXt 6∈ D, at which time the firm receivesh(Xt).

17
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5.2 Analysis

Our objective is to find the optimal return function

V1(x) = sup
D

RD(x) ≡ RD∗(x) (19)

and the optimal continuation setD∗. As before, we can show that the optimal policy is a threshold

rule: D∗ is an open interval. In order to findD∗, we solve a stochastic differential equation and use

the smooth-pasting principle (Oksendal 2003, p. 225):dRD∗(x)/dx is continuous.

Proposition 6: For g > 0, the optimal continuation set which maximizes the objective function in

Eq. (19) isD∗ = (ξE,ξI ), where−∞ < ξE < x+ < ξI < ∞; it is optimal to exit whenx≤ ξE, invest

whenx≥ ξI , and continue operations otherwise.

Proof. In Appendix C, we proveD∗ = (ξE,ξI ) whereξE < x+ < ξI . By Proposition 5, it is optimal

to invest forsomevalue ofXt, so we haveξI < ∞. Now we only need to proveξE > −∞.

SupposeξE = −∞ so thatD∗ = (−∞,ξI ), and letx be less than min{ξI ,ξ1−b}. Then

V1(x) =Ex[

Z τD∗

0
Xte

−αtdt+e−ατD∗h(ξI )]

=x/α+µ/α2−Ex[e−ατD∗ ](x/α+µ/α2−h(ξI ))−Ex[τD∗e−ατD∗ ]µ/α .

Using the same argument used in the proof (ii) of Proposition5, it is easy to verify thatEx[e−ατD∗ ] =

exp[γp(x−ξI )] andEx[τD∗e−ατD∗ ] = −∂αγpeγp(x−ξI )(x−ξI ) for x < ξI . Thus, for sufficiently large

values of|x| whenx < ξI , V1(x) < 0, contradicting the assumptionξE = −∞. �

If the profit rate isx+, then there is positive probability that the profit rate willincrease to a value

bigger thanx+ in the immediate future. Hence, the expected return from waiting is positive, so

V1(x+) > 0 andx+ ∈ D∗ = (ξE,ξI). By Proposition 6 , the firm’s optimal policy is to stop whenever

Xt 6∈ (ξE,ξI ) and receive the rewardh(Xt). Notice thatV+
0 (ξI +b)−k > 0 andV+

0 (ξE +b)−k < 0

becauseξE < x+ < ξI . Therefore, the firm’s optimal action at the stopping timeτD∗ depends on

which end of the interval(ξE,ξI) Xt hits first. It is optimal to exit ifXt hits ξE at timeτD∗, and it is

optimal to invest ifXt hits ξI at timeτD∗.

We are now ready to construct the optimal return function andthe equations for the thresholds.

BecauseD∗ is a bounded interval, by Appendix A, the solutionV1(x) satisfies the PDE

(∂t +µ∂x +
1
2

σ2∂2
x)[e

−αtV1(x)] = −xe−αt for all x∈ D∗ (20)

18



Invest or Exit? Dharma Kwon,UCLA

andV1(x) = h(x) for x 6∈D∗. Given the setD∗, there is a unique solution to the PDE and the boundary

conditions on{ξE,ξI}. In addition, by Theorem A of Appendix A,V1(·) must satisfy the smooth-

pasting conditions∂xV1(x) = ∂xh(x) on the boundary{ξE,ξI}. The solution to the PDE and the

boundary conditions is

V1(x) =







x/α+µ/α2+a1eγpx +a2eγnx , forx∈ D∗ = (ξE,ξI)

h(x) , otherwise
(21)

whereγp andγn are defined in Eq. (8). The unknown parameters,a1, a2, ξE, andξI , are determined

by the boundary conditionsV1(x) = h(x) and the smooth-pasting conditions∂xV1(x) = ∂xh(x) on the

boundary{ξE,ξI} of D∗. See Eqs. (41) to (44) in Appendix D for details.

5.3 Comparative Statics

In this section, we effect a comparative statics analysis ofV1(·), ξE, andξI . We first examine the

comparative statics ofV1(·) with respect toµ andσ.

Proposition 7: For allx∈ R, V1(x) is non-decreasing inµ andσ. In particular,V1(x) is strictly

increasing inµ for x > ξE.

Proof. To begin, note thath(·) is convex and non-decreasing becauseV+
0 (·) is convex and

non-decreasing. Also note thath(·) is non-decreasing in bothµ andσ becauseV0(·) is

non-decreasing inµ andσ as shown at the end of Sec. 4.

To show thatV1(·) is non-decreasing inµ, we employ the argument used in Eq. (13). LetV1(x;µ)

andh(x;µ) denote the dependence ofV1(x) andh(x) on the initial (pre-investment) driftµ. Then for

anyβ > 0 andx > ξE,

V1(x;µ) = Ex[
Z Tµ

0
Xte

−αtdt+e−αTµh(XTµ;µ)]

< Ex[
Z Tµ

0
(Xt +βt)e−αtdt+e−αTµh(XTµ +βTµ;µ+β)]≤V1(x;µ+β)

whereTµ is the optimal stopping time which maximizesRD(x) when the drift isµ. In establishing

the strict inequality, we used the fact thatTµ > 0 for x> ξE, h(x;µ) is non-decreasing inx andµ, and

Tµ is suboptimal when the drift isµ+β.
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Similarly, defineV1(x;σ2) andh(x;σ2) asV1(x) andh(x) with volatility σ and letB̄t denote a

one-dimensional standard Brownian motion which is independent ofBt . Let Tσ2 denote the optimal

stopping time which maximizesRD(x) when the volatility isσ. BecauseTσ2 is a stopping time for

the processXt = x+µt+σBt , it is independent of̄Bt so thatEx[
R Tσ2

0 B̄te−αtdt] = 0. Then

V1(x;σ2) =Ex[
Z Tσ2

0
Xte

−αtdt+e−αTσ2h(XTσ2 ;σ2)]

=Ex[
Z Tσ2

0
(Xt +σ1B̄t)e

−αtdt+e−αTσ2h(XTσ2 ;σ2)]

≤Ex[
Z Tσ2

0
(Xt +σ1B̄t)e

−αtdt+e−αTσ2h(XTσ2 +σ1B̄t ;σ2)]

≤Ex[

Z Tσ2

0
(Xt +σ1B̄t)e

−αtdt+e−αTσ2h(XTσ2 +σ1B̄t ;σ2 +σ2
1)]

≤V1(x;σ2+σ2
1) ,

where the first inequality follows from Jensen’s inequalityEx[h(XTσ2 +σ1B̄t ;σ2)]≥ Ex[h(XTσ2;σ2)],

the second inequality follows fromh(·;σ2) non-decreasing inσ2, and the final inequality follows

from the suboptimality ofTσ2 when the volatility isσ2+σ2
1. �

The comparative statics ofξE follows easily from Proposition 7.

Corollary 8 : The exit thresholdξE satisfies∂µξE < 0 and∂σ2ξE ≤ 0.

Proof. Noting thatξE = inf{x : V1(x) > 0}, this result follows from the fact thatV1(·) is strictly

increasing inµ for x > ξE and non-decreasingσ. �

In contrast, the comparative statics ofξI is considerably more complicated. BecauseV1(x) >

V+
0 (x+b)−k if and only if x< ξI , ξI = sup{x :V1(x)− [V+

0 (x+b)−k] > 0}. Hence, the dependence

of bothV1(·) andV+
0 (·) on µ andσ determine the comparative statics ofξI . In order to examine the

comparative statics ofξI , we need to study the equations for bothξE andξI . Equations (45) and (46)

of Appendix D can be rewritten as

ξE −ξ0 = e−γp(ξI−ξE)[−g+(λ−1− γ−1
n )eλ(ξI+b−ξ1)]

= e−γn(ξI−ξE)[−g+(γ−1
p − γ−1

n )+(γ−1
n − γ−1

p )eλ(ξI+b−ξ1)] ,

whereλ is given by (15). Note that a closed-form expression forξI andξE can not be obtained from

the above equations.
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Using the closed-form expression forξ0, it was straightforward to effect a complete comparative

statics analysis ofξ0. Lack of a closed-form expression impairs our ability to effect a comparative

statics analysis ofξI . However, we can obtain useful insights by examining the leading-order terms

of ξI in power series expansions ofg whenb is close toαk−δ/α (g is small) and whenb is large

(g is large). We do not considerδ large because we restrict our discussions to the interesting case

µ+ < 0, i.e., the profit stream is in decline even after investment.

Using the expansions given in Propositions D1 and D2 of Appendix D, we obtain the limiting

behavior ofξI andξE. As g → 0, we findξE → ξ0 andξI → ∞; this echoes the intuition that it

is almost never optimal to invest wheng is close to zero. In the other limit whereb→ ∞, we find

ξE → −∞ andξI − ξE → 0; this occurs because it is optimal to invest wheneverb is sufficiently

large.

Proposition 9: For sufficiently small values ofg, (i) ∂σ2ξI > 0 and∂σ2ξE < 0; (ii) ∂µξI < 0.

Proof. Take the partial derivatives of Eqs. (47) and (48) with respect toµ andσ2 and use Eqs. (9)

and (10) to obtain the statements (i) and (ii). �

Proposition 10: For sufficiently largeb, (i) ∂σ2ξI < 0 and∂σ2ξE < 0; (ii) ∂µξI < 0.

Proof. (i) From the definition ofξ0 and Eq. (50), we have (a functionf (x) such thatf (x) → 0 as

x→ ∞ is said to beo(1))

∂σ2ξE = −γ−2
n ∂σ2γn+∂σ2θ+o(1) = −z(ez−1)−1λ−2∂σ2λ+o(1) ,

wherez≡−λ(θ+αk+ γ−1
n −λ−1) > 0, θ is defined by Eq. (52), and∂σ2θ is given by Eq. (55).

Note thatz andθ are independent ofb so that they are not affected when we take the limitb→ ∞.

Because∂σ2λ > 0 from Eq. (15), we have∂σ2ξE < 0 for sufficiently largeb. From Eq. (51), we

have∂σ2(ξI −ξE) → 0 asb→ ∞ so that

∂σ2ξI = ∂σ2ξE +∂σ2(ξI −ξE) = −z(ez−1)−1λ−2∂σ2λ+o(1) .

Thus,∂σ2ξI < 0 for sufficiently largeb.

(ii) By Corollary 8,∂µξE < 0; however, it is instructive to show, from Eq. (51) and (56),

∂µξE = ∂µξ0 +∂µ(ξE −ξ0) = −α−1−z(ez−1)−1λ−2∂µλµ+o(1) .
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From Eq. (51), we have∂µ(ξI −ξE) → 0 asb→ ∞, so

∂µξI = ∂µξE +∂µ(ξI −ξE) = −α−1−z(ez−1)−1λ−2∂µλµ+o(1) .

From the definition ofλ in Eq. (15), it is easy to verify that−α−1−z(ez−1)−1λ−2∂µλµ < 0 for any

z> 0. Thus,∂µξI < 0 for sufficiently largeb. �

Wheng is small,∂σ2ξE < 0 and∂σ2ξI > 0: as the uncertaintyσ increases, it is optimal to wait

longer to take advantage of the upturn potential before taking an irreversible action. This is similar

to the numerical result obtained by Dixit (1989): the entry (exit) threshold increases (decreases) in

the volatility. However, wheng is large, Proposition 10 (i) asserts that∂σ2ξE < 0 and∂σ2ξI < 0.

Notice that the result∂σ2ξI < 0 stands in contrast to the conventional intuition inherited from real

options theory. This counterintuitive result obtains because the return from investment,V+
0 (x+b)−

k, depends onσ. It is worthy of note that the return from investment has dependence onσ only

because exit is possible after investment.

6 Conclusions

Our analysis of investment under deteriorating conditionsis congruent with empirical reality as

exemplified by the hard disk drive industry and many other obsolescent technologies: it can be

optimal to invest even in the face of a declining profit streamand eventual displacement from the

market. On the other hand, it can be optimal to remain in the market even if the current profit

rate is negative but above a threshold; it is optimal to exit only when the profit rate has deteriorated

sufficiently. In particular, we obtain the closed-form solution for the post-investment threshold using

stochastic calculus.

We also effect a comparative statics analysis of the optimalthresholds with respect to the volatil-

ity. As explained by Dixit (1992) and illustrated by McDonald and Siegel (1986) and Dixit (1989),

the intuition inherited from real options theory suggests that it is optimal to delay an irreversible

action longer as the degree of uncertainty increases. In thebasic model of Sec. 4, for instance, the

exit thresholdξ0 always decreases in the volatilityσ. Similarly, in the model of Sec. 5, the exit

thresholdξE decreases inσ. The same intuition suggests thatξI increases inσ. Indeed,ξI increases

in σ for sufficiently smallg. However, we find thatξI decreases inσ for sufficiently largeg: if

the boost in the profit rate is sufficiently large, then it is optimal to invest earlier as the uncertainty

about the future profit stream increases. This counterintuitive result is due to the firm’s eventual
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exit, a salient feature of our model. The firm can take advantage of the volatility after investment

if post-investment exit is possible, so an increase in volatility induces an increase in the expected

return from investment and an increase inξI for sufficiently largeg.
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Appendix A: Return Function for Bounded Continuation Sets

In this section, we present two preliminaries to the proof ofPropositions 1 and 6. First, we provide a method

of constructing the discounted expected returnRD for the continuation setD = (x1,x2)

RD(x) = Ex[

Z τD

0
e−αstϕ(Xt)dt +e−ατDh(XτD)] (22)

whereτD = inf{t > 0 : Xt 6∈ D} is the time of the first exit fromD andXt = X0 + µt+ σBt . Hereh(·) is the

lump sum payoff upon exit fromD. Second, we prove that provided thatD∗ is a bounded interval, the optimal

return function has to satisfy the smooth-pasting condition dRD∗(x)/dx= dh(x)/dx for x∈ {x1,x2} in addition

to the boundary conditionsRD∗(x) = h(x) forx∈ {x1,x2}. These results will be used to construct the optimal

return functions given by Eqs. (5) and (21).

The infinitesimal generatorL (Oksendal 2003, p. 121) is defined by

L f (t,x) = lim
u↓0

E[ f (t +u,Xt+u)|Xt = x]− f (t,x)
u

. (23)

The generatorL is well-defined for any twice continuously differentiable function f (·). Because{Xt} is a

Brownian motion with driftµ and volatilityσ, the infinitesimal generatorL of the process(t,Xt) is given by

L =
∂
∂t

+µ
∂
∂x

+
1
2

σ2 ∂2

∂x2 . (24)

From the uniqueness theorems for Dirichlet-Poisson problems on Oksendal (2003) pp. 176-177,RD(x) satis-

fies

L [e−αtRD(x)] = −ϕ(x)e−αt for x∈ (x1,x2) . (25)

The condition Eq. (25) is not necessarily guaranteed if(x1,x2) is unbounded, however. DefineR(x;x1,x2) by

R(x;x1,x2) ≡ RD(x). From Eq. (22), the functionR(x;x1,x2) also satisfies the boundary conditions

R(x1;x1,x2) = h(x1) , (26)

R(x2;x1,x2) = h(x2) . (27)

We can attain intuitive understanding of Eq. (25). ApplyingDynkin’s formula (Oksendal 2003, p. 125;

Harrison 1985, p. 74) to Eq. (23), we obtain

Ex[ f (τ,Xτ)] = f (0,x)+Ex[
Z τ

0
L f (t,Xt)dt] , (28)

which is reminiscent of the fundamental theorem of calculus. Now we replacef (t,x) with e−αtRD(x) andτ
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with τD in Eq. (28) and use the fact thatRD(XτD) = h(XτD), and we obtain

RD(x) = Ex[−
Z τD

0
L [e−αtRD(Xt)]dt +e−ατDh(XτD)] . (29)

Identifying L [e−αtRD(x)] with −ϕ(x)e−αt , Eqs. (22) and (29) coincide.

We now letϕ(x) = x as in our model in Sec. 4 and 5. The solution to the partial differential equation in

Eq. (25) can be expressed as

R(x;x1,x2) = α−1(x+µ/α)+a1(x1,x2)e
γpx +a2(x1,x2)e

γnx , (30)

whereγp and γn are defined by Eq. (8). (See also Harrison 1985, Chapter 3.) The coefficientsai(x1,x2)

(i = 1,2) are determined by the boundary conditions in Eqs. (26) and(27):

a1(x1,x2) =
eγnx2[h(x1)−α−1(x1 +µ/α)]−eγnx1[h(x2)−α−1(x2 +µ/α)]

eγpx1+γnx2 −eγpx2+γnx1
, (31)

a2(x1,x2) =
−eγpx2[h(x1)−α−1(x1 +µ/α)]+eγpx1[h(x2)−α−1(x2 +µ/α)]

eγpx1+γnx2 −eγpx2+γnx1
. (32)

Next, we show that ifD = (x1,x2) is the optimal continuation set, thenRD(x) satisfies the smooth-pasting

condition:dRD∗(x)/dx= dh(x)/dx for x∈ {x1,x2}.

Theorem A: Suppose that the optimal continuation setD which maximizesRD(x) defined in Eq. (22) is a

bounded intervalD = (x1,x2) and thath(·) is continuously differentiable atx1 andx2. ThenRD(x) satisfies

the smooth-pasting condition:RD(·) is differentiable atx1 andx2.

Proof. BecauseR(x;x1,x2) is differentiable inx1 andx2, the necessary conditions for(x1,x2) to be the

optimal continuation set are the first-order conditions:

∂x1R(x;x1,x2) = 0 and ∂x2R(x;x1,x2) = 0 for all x.

From the form ofR(x;x1,x2) in Eq. (30), the above conditions hold if and only if∂x1ai(x1,x2) = 0 and

∂x2ai(x1,x2) = 0 for i = 1 and 2. Taking the total derivatives of Eqs. (26) and (27) with respect tox1 andx2,

we have

dR(x1;x1,x2)

dx2
=∂x2a1(x1,x2)e

γpx1 + ∂x2a2(x1,x2)e
γnx1 = 0

dR(x2;x1,x2)

dx1
=∂x1a1(x1,x2)e

γpx2 + ∂x1a2(x1,x2)e
γnx2 = 0

dR(x1;x1,x2)

dx1
= lim

x↓x1

∂xR(x;x1,x2)+ ∂x1a1(x1,x2)e
γpx1 + ∂x1a2(x1,x2)e

γnx1 =
dh(x)

dx
|x=x1
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dR(x2;x1,x2)

dx2
= lim

x↑x2

∂xR(x;x1,x2)+ ∂x2a1(x1,x2)e
γpx2 + ∂x2a2(x1,x2)e

γnx2 =
dh(x)

dx
|x=x2 .

If we impose the necessary conditions∂xj ai(x1,x2) = 0 (i = 1,2 and j = 1,2) for optimality ofx1 andx2, we

obtain the smooth-pasting conditions:dRD(x)/dx= dh(x)/dx for x = x1 andx2 . �

Appendix B: Return Function for Unbounded Continuation Sets

In this Appendix, we consider the continuation setD = (ξ,∞) and show that the functionRD(x), defined in

Eq. (3), satisfies the partial differential equation

L [e−αtRD(x)] = −xe−αt for x∈ D , (33)

whereL is defined by Eq. (24), along with the boundary conditionRD(ξ) = 0. The solution to this kind of

partial differential equations exists and is well-known (Arfken 1985, Chapter 8).

In the following, we extend Eq. (25) to unbounded intervals such as(ξ,∞). We first consider a sequence

of setsDn = (ξ,n) which converges toD and a sequence of functions

φn(t,x) = e−αtEx[

Z Tn

0
e−αuXudu] ,

whereTn ≡ τDn. Because eachDn is bounded, we can apply Eq. (25) from Appendix A. Hence,φn(·, ·) satisfies

Lφn(t,x) = −e−αtx for x∈ Dn with the boundary conditionsφn(t,XTn) = 0. The challenge is to establish Eq.

(33) whenD is unbounded.

We now employ the dominated convergence theorem to show that

lim
n→∞

φn(t,x) = e−αtEx[

Z τD

0
e−αuXudu] . (34)

Because

|
Z Tn

0
e−αuXudu| ≤

Z Tn

0
e−αu|Xu|du≤

Z ∞

0
e−αu|Xu|du ,

we only need to show that
R ∞

0 e−αu|Xu|du is Ex-integrable. FromXt = x+µt+ σBt ,

Ex[

Z ∞

0
e−αu|Xu|du] ≤ Ex[

Z ∞

0
e−αu(|µu|+ |x|+ |σBu|)du] .

From the fact that|z| < 1+z2 and thatEx[
R ∞

0 B2
udu] =

R ∞
0 Ex[B2

u]du from Fubini’s theorem,

Ex[
Z ∞

0
e−αu(|σBu|)du] < Ex[

Z ∞

0
e−αu(1+ σ2B2

u)du] =
Z ∞

0
e−αu(1+ σ2Ex[B2

u])du
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=

Z ∞

0
e−αu(1+ σ2u)du= α−1 + σ2α−2 < ∞ .

We note that
R ∞

0 e−αu(|µu|+ |x|)du = |µ|α−2 + |x|α−1. Hence,Ex[
R ∞

0 e−αu|Xu|du] ≤ (1+ |x|)α−1 + (|µ|+
σ2)α−2 < ∞. Now we use the fact that

lim
n→∞

Z Tn

0
e−αuXudu=

Z τD

0
e−αuXudu,

the limit of which exists a.s. even on the set{τD = ∞} because of the law of iterated logarithm (p.66, Oksendal

2003) which constrains the magnitude ofBt in the large-t limit as follows:

limsup
t→∞

Bt√
2t log logt

= 1 a.s. (35)

Then we apply the dominated convergence theorem to arrive atEq. (34). Lastly, we can easily verify that

φ(t,x) ≡ limn→∞ φn(t,x) satisfies Eq. (33) and the boundary conditionφ(t,ξ) = 0. �

Appendix C: Proof of Proposition 6

Suppose thatg= b+δ/α−kα > 0. The goal of this Appendix is to show that the optimal continuation set is a

bounded interval of the formD∗ = (ξE,ξI) which containsx+ defined in Eq. (16). In the proof of Proposition

1, the objective function is of the form

RD(x) = r0(x)+Ex[

Z τD

0
f (t,Xt)dt] , (36)

and it is easy to see that it is optimal to continue atXt = x when f (t,x) > 0. Hence, it is easy to identify at

least a subset of the optimal continuation set. In Proposition 6, however, the objective function of Eq. (17) is

not of the form in Eq. (36). In order to cast Eq. (17) into a formsimilar to Eq. (36), we first need to transform

the objective function to one expressed without any integral with respect to time. To do so, we introduce the

processWt and the new lump sum payoffh̃(t,x,w) as follows:

Wτ ≡
Z τ

0
e−αtXtdt ,

h̃(τ,Xτ,Wτ) ≡Wτ +e−ατh(Xτ) .

Then the objective function can be re-expressed as

V1(x) = sup
τ∈T

Ex[h̃(τ,Xτ,Wτ)] .

27



Invest or Exit? Dharma Kwon,UCLA

The infinitesimal generatorA of the process(t,Xt ,Wt) is given by

A ≡ ∂t +µ∂x +
1
2

σ2∂2
x +e−αtx∂w , (37)

(see p.222, Oksendal 2003) and we have

A h̃(t,x,w) =







(kα−b−δ/α)e−αt + α−1δe−αt+λ(x+b−ξ1) if x > x+ ,

xe−αt if x < x+
. (38)

Notice thatA h̃(t,x,w) is not defined atx = x+ because the functioñh(t,x,w) is not differentiable atx = x+.

Given a bounded and connected continuation setG⊂ R which does not containx+, the functionh̃(t,x,w) is

twice continuously differentiable for allx∈ G, so Dynkin’s formula (Oksendal 2003, p. 125) applies:

Ex[h̃(τG,XτG,WτG)] = h̃(0,x,0)+Ex[

Z τG

0
A h̃(t,Xt ,Wt)dt] . (39)

We denoteU ≡ {x : A h̃(t,x,w) > 0}, which is a bounded set becauseA h̃(t,x,w) < 0 for sufficiently large

|x|.

Claim 1: U ⊂ D∗.

Proof. Supposex∈U andx > x+. We choose an interval(x1,x2) ≡ H as the continuation set such that

x2 > x1 > x+ andx∈ H ⊂U . By Eq. (39),

Ex[h̃(τH ,XτH ,WτH )] = h̃(0,x,0)+Ex[
Z τH

0
A h̃(t,Xt ,Wt)dt] > h̃(0,x,0) .

Hence,x belongs to the optimal continuation setD∗. Similarly, we can show that ifx < x+ andx∈U then

x∈ D∗. �

Claim 2: The optimal continuation setD∗ always contains a neighborhood ofx+.

Proof. Fix ε > 0 and setF = (x+ − ε,x+ + ε). Selectx∈ F and setX0 = x. Define fε(·) by

fε(x) ≡ Ex[

Z τF

0
e−αtXtdt+e−ατF h(XτF )] .

Defineo(ε) as a function ofε such that limε→0 o(ε)/ε = 0. From the definition ofh(·), h(x+ + ε) = Cε+o(ε)

andh(x+ − ε) = 0, whereC is the positive constant given by limx↓x+ ∂xh(x). From Eqs. (30) – (32), we obtain

fε(x) = [x/α+µ/α2 +a1(x+ − ε,x+ + ε)eγpx +a2(x+ − ε,x+ + ε)eγnx]. Expandingai(x+ − ε,x+ + ε) for
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i = 1,2 in powers ofε, we havefε(x+) = [Cε/2+o(ε)] > 0 for sufficiently smallε, whereC is the positive

constant defined above. Hence,x∈ D∗. Moreover, by continuity offε(·), there is a neighborhood ofx+

within which the continuation policyF = (x+−ε,x+ +ε) gives a better return than does the non-continuation

policy F = /0. Therefore, the optimal continuation set always contains anon-empty neighborhood ofx+. �

By Claim 2, there is an open neighborhoodN of x+ such thatx+ ∈ N ⊂ D∗. ThenŨ ≡U ∪N is a single

open interval becauseA h̃(t,x,w) decreases asx moves away fromx+ in each direction.

Claim 3: D∗ does not have a subsetDd which is disconnected from̃U .

Proof. Suppose for the moment thatD has a componentDd disconnected from̃U . If Dd is bounded, then we

can use Dynkin’s formula in Eq. (39) to show

Ex[h̃(τDd ,XτDd
,WτDd

)] = h̃(0,x,w)+Ex[

Z τDd

0
A h̃(s,Xt ,Wt)dt] < h̃(0,x,w) , (40)

for anyx∈ Dd. Equation (40) contradicts the assumption thatx∈ Dd ⊂ D. Hence, there isno bounded

componentDd that is disconnected from̃U .

Even if Dd is unbounded, the same argument still applies. Definingτm = m∧ τDd wherem is a positive

integer, we claim thatEx[h̃(τm,Xτm,Wτm)] → Ex[h̃(τDd ,XτDd
,WτDd

)] in the limit m→ ∞. We first note the law

of iterated logarithm in Eq. (35), which implies that for anyε > 0, there is sufficiently largeT > 0 such that

|Bt | < (1+ ε)
√

2t log logt for all t > T a.s. Hence, for sufficiently larget,

e−αth(X0 +µt−σ(1+ ε)
√

2t log logt) < e−αth(Xt) < e−αth(X0 +µt+ σ(1+ ε)
√

2t log logt)

a.s. Moreover, for large enought, e−αth(X0 +µt+ σ(1+ ε)
√

2t log logt) is an exponentially decreasing func-

tion of t for a fixedX0. Therefore, there is some finite positive constantM such that

e−αth(X0 +µt+ σ(1+ ε)
√

2t log logt) < M

for all t > 0. Consequently, ifm is sufficiently large andτm < τDd , then

|e−ατDd h(XτDd
)−e−ατmh(Xτm)| ≤ 2e−αth(X0 +µt+ σ(1+ ε)

√

2t log logt) < 2M

for all t, and|e−ατDd h(XτDd
)− e−ατmh(Xτm)| = 0 if τm = τDd . Hence, we can use the bounded convergence

theorem:

lim
m→∞

Ex[e−ατDd h(XτDd
)−e−ατmh(Xτm)] = Ex[ lim

m→∞
(e−ατDd h(XτDd

)−e−ατmh(Xτm))] = 0.
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In the proof of Proposition 1, we already showed that limm→∞ Ex[
R τm

0 e−αsXsds] = Ex[
R τDd

0 e−αsXsds] . There-

fore, the claimEx[h̃(τm,Xτm,Wτm)] → Ex[h̃(τDd ,XτDd
,WτDd

)] is proved, and Eq. (40) still holds. �

It follows from Claim 3 thatD∗ is an interval of the formD∗ = (ξE,ξI ) whereξE ≤ x+ ≤ ξI .

Appendix D: Equations for Thresholds

The coefficientsa1 anda2 in Eq. (21) are determined by the boundary conditions

V1(ξE) = ξE/α+µ/α2 +a1eγpξE +a2eγnξE = h(ξE) = 0 , (41)

V1(ξI ) = ξI/α+µ/α2 +a1eγpξI +a2eγnξI

= h(ξI ) = (ξI +b)/α+µ+/α2− (αλ)−1eλ(ξI +b−ξ1)−k , (42)

and the smooth-pasting conditions

∂xV1(ξE) = α−1 + γpa1eγpξE + γna2eγnξE = ∂xh(ξE) = 0, (43)

∂xV1(ξI ) = α−1 + γpa1eγpξI + γna2eγnξI = ∂xh(ξI ) = α−1[1−eλ(ξI +b−ξ1)] . (44)

For notational convenience, we define∆IE ≡ ξI − ξE and∆E0 ≡ ξE − ξ0 . We eliminatea1 anda2 from Eqs.

(41) to (44), and we obtain

∆E0 = −ge−γp∆IE +(λ−1− γ−1
n )eλ(∆IE+∆E0+b+ξ0−ξ1)e−γp∆IE (45)

= −ge−γn∆IE +(γ−1
p − γ−1

n )+ (γ−1
n − γ−1

p )eλ(∆IE+∆E0+b+ξ0−ξ1)e−γn∆IE , (46)

whereg is defined by Eq. (14).

In order to keep track of leading-order terms of power expansions ofg, we introduce a notation to denote

the subleading order terms: we say thatf (x) = o( j(x)) if f (x)/ j(x) → 0 asx→ 0, wheref (x) and j(x) are

functions ofx.

Proposition D1: In the small-g limit,

∆E0 = −g1−γp/γnC(δ)(1+o(1)) , (47)

∆IE = −γ−1
n ln(g−1)(1+o(1)) , (48)

whereC(δ) = [(γ−1
p − γ−1

n )]γp/γn if δ > 0 andC(δ) = [(γ−1
p − γ−1

n )(1−eγnb)]γp/γn if δ = 0.
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Proof. First, we notice that ifg = 0, then∆E0 = ξE −ξ0 = 0 and∆IE = ξI −ξE = ∞. Hence,∆E0 → 0 and

∆IE → ∞ asg→ 0.

Suppose thatδ > 0. It is easy to show that the first term of the right-hand-side(RHS) of Eq. (45) strictly

dominates the second term so that

g−1exp[λ(∆IE + ∆E0+b+ ξ0−ξ1)] → 0 asg→ 0 . (49)

From Eq. (49), the leading order terms in RHS of Eq. (46) are contained in the first two terms:−ge−γn∆IE +

(γ−1
p − γ−1

n ) in agreement with Eq. (48). From the fact that limg→0 ∆E0 = 0, the only possible leading order

term of ∆IE is γ−1
n ln[g(γ−1

p − γ−1
n )−1]. The leading-order terms of∆IE = γ−1

n ln[g(γ−1
p − γ−1

n )−1] + o(1) is

consistent with the condition in Eq. (49) becauseλ/γn > 1. Finally, using the leading-order term of∆IE in Eq.

(45), we obtain Eq. (47). We repeat the same procedure withδ = 0 to complete the statements of Proposition

D1. �

Similarly, we also say thatf (x) = o( j(x)) if f (x)/ j(x) → 0 asx→ ∞.

Proposition D2: In the large-b limit,

∆E0 = −g+ θ+o(1) (50)

∆IE = −g−1(γpγn)
−1(1−λθ−λ/γn)+o(g−1) (51)

whereθ is the unique positive solution to the equation

θ = −γ−1
n + λ−1eλ(θ+αk−δ/α+ξ0−ξ1) . (52)

Proof. In the limit b→ ∞, we can show that∆IE = ξI −ξE → 0 and∆E0 = ξE −ξ0 →−∞ are the only

correct asymptotic behaviors. We notice that a necessary condition for the firm at timet to have non-negative

return from investment is that the boosted profit rateXt +b exceedsξ1, soξI +b > ξ1 must be satisfied.

Hence, in the limitb→ ∞, eλ(∆IE+∆E0+b+ξ0−ξ1) is bounded by 1 because

∆IE + ∆E0+b+ ξ0−ξ1 = ξI +b−ξ1 > 0 andλ < 0.

From RHS of Eq. (45), the leading-order term of∆E0 is−g. We claim that the second-leading-order term

of ∆E0 is a positive constant, independent ofg. Suppose that the second-order term of∆E0 grows ing, but does

so more slowly thang. Then the first and second leading-order terms of Eqs. (45) and (46) are−ge−γp∆IE =
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−g+gγp∆IE(1+o(1)) and−ge−γn∆IE = −g+gγn∆IE(1+o(1)) respectively, which are inconsistent because

γp 6= γn. Thus, the second leading order term of∆E0 is a constant independent ofg. Hence, we can express

∆E0 as in Eq. (50) whereθ is a constant yet to be determined. Then Eqs. (45) and (46) canbe re-expressed as

∆E0 = −g+gγp∆IE +(λ−1− γ−1
n )eλ(θ−δ/α+kα+ξ0−ξ1) +o(1) , (53)

∆E0 = −g+gγn∆IE +(γ−1
p − γ−1

n )+ (λ−1− γ−1
p )eλ(θ−δ/α+kα+ξ0−ξ1) +o(1) . (54)

Thus, the leading-order term of∆IE converges to zero at least as fast asg−1 because otherwise∆E0 has a

second leading order term growing ing. Let us set∆IE = C/g+o(g−1) for some constantC. From Eqs. (50),

(53) and (54), we arrive atC = −(γpγn)
−1(1−λθ−λ/γn) whereθ satisfies Eq. (52). �

We need to obtain the comparative statics ofθ in order to examine the comparative statics ofξI andξE in

the large-b limit in Sec. 5.3. From Eq. (52) and the implicit function theorem, the partial derivatives ofθ with

respect toσ2 andµ are given by

∂σ2θ =γ−2
n ∂σ2γn +

eλ(θ+αk+γ−1
n −λ−1)

1−eλ(θ+αk+γ−1
n −λ−1)

(θ+ αk+ γ−1
n −λ−1)λ−1∂σ2λ , (55)

∂µθ =γ−2
n ∂µγn +

eλ(θ+αk+γ−1
n −λ−1)

1−eλ(θ+αk+γ−1
n −λ−1)

(θ+ αk+ γ−1
n −λ−1)λ−1∂µλ . (56)

32



Invest or Exit? Dharma Kwon,UCLA

References

Alvarez, L. H. R., R. Stenbacka. 2001. Adoption of uncertainmulti-stage technology projects: a

real options approach.Journal of Mathematical Economics35(1) 71–97.

Arfken, G. 1985.Mathematical Methods for Physicists. 3rd ed. Orlando, Florida : Academic Press.

Balcer, Y., S. A. Lippman. 1984. Technological expectations and adoption of improved technology.

Journal of Economic Theory34(2) 292–318.

Barzel, Y. 1968. Optimal timing of innovations.The Review of Economics and Statistics50(3)

348–355.

Bollen, Nicolas P. B. 1999. Real options and product life cycles. Management Science45(5) 670–

684.

Bridges, E., A. T. Coughlan, S. Kalish. 1991. New technologyadoption in an innovative market-

place: Micro- and macro-level decision making models.International Journal of Forecasting7(3)

257–270.

Christensen, C. M. 2000.The Innovator’s Dilemma. New York, NY : HarperBusiness.

Christensen, Clayton M. 1992. Exploring the limits of the technology S-curve. Part II: Architectural

technologies.Production and Operations Management1 358–366.

Dixit, A. 1989. Entry and exit decisions under uncertainty.Journal of Political Economy97(3)

620–638.

Dixit, A. 1992. Investment and hysteresis.Journal of Economic Perspectives6(1) 107–132.

Farzin, Y. H., K. J. M. Huisman, P. M. Kort. 1998. Optimal timing of technology adoption.Journal

of Economic Dynamics and Control22(5) 779–799.

Fine, C. H., L. Li. 1986. A stochastic theory of exit and stopping time equilibria. Sloan School of

Management Working paper.

Fine, Charles H., Evan L. Porteus. 1989. Dynamic process improvement. Operations Research

37(4) 580–591.

33



Invest or Exit? Dharma Kwon,UCLA

Harrison, J. Michael. 1985.Brownian Motion and Stochastic Flow Systems. John Wiley & Sons.

Hoppe, H. C. 2002. The timing of new technology adoption: Theoretical models and empirical

evidence.The Manchester School70(1) 56–76.

Jensen, R. 1982. Adoption and diffusion of an innovation of uncertain profitability. Journal of

Economic Theory27(1) 182–193.

Mamer, John W., Kevin F. McCardle. 1987. Uncertainty, competition, and the adoption of new

technology.Management Science33(2) 161–177.

McCardle, K. F. 1985. Information acquisition and the adoption of new technology.Management

Science31(11) 1372–1389.

McDonald, R., D. Siegel. 1986. The value of waiting to invest. Quarterly Journal of Economics

101(4) 707–728.

McDonald, R. L., D. R. Siegel. 1985. Investment and the valuation of firms when there is an option

to shut down.International Economic Review26(2) 331–349.

Murto, P. 2004. Exit in duopoly under uncertainty.RAND Journal of Economics35 111–127.

Oksendal, B. 2003.Stochastic Differential Equations: An Introduction with Applications. Springer-

Verlag.

Porteus, Evan L. 1985. Investing in reduced setups in the EOQmodel. Management Science31(8)

998–1010.

Porteus, Evan L. 1986. Optimal lot sizing, process quality improvement and setup cost reduction.

Operations Research34(1) 137–144.

Ryan, R., S. A. Lippman. 2003. Optimal exit from a project with noisy returns.Probability in the

Engineering and Informational Sciences17(04) 435–458.

Ryan, R., S. A. Lippman. 2005. Optimal exit from a deteriorating project with noisy returns.Prob-

ability in the Engineering and Informational Sciences19(03) 327–343.

34


