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ABSTRACT

Product innovations are often enabled by changesnmponents. We examine how firms' ability
to manage such changes depends on their goverstratagies, their knowledge of components,
and the nature of technological change. Using datall firms in the DRAM industry across 12
technology transitions from 1974 to 2005, we fihdttvertically integrating into component
production improves firms’ ability to manage tecluogy transitions. Although non-integrated
firms have lower performance, this effect is mutgdhe firms’ component knowledge.
Moreover, the relative advantage of extending petida vs. knowledge boundaries is
determined by two factors. The first is the natfréechnological change — integrated firms have
a greater advantage over non-integrated firms vifmeovation is architectural than when it is
incremental. The second is the degree of integratinon-integrated firms derive greater benefit
from their knowledge of external components thamntgiegrated firms. Our results clarify the
conditions under which extending knowledge bouregacian be a substitute for extending
production boundaries in managing technologicahgka
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INTRODUCTION

New product innovations are often enabled by chaimgeomponents within existing and
new architectures (Rosenberg, 1976; Hughes, 1988détson and Clark, 1990; Christensen,
1992, Henderson, 1995). Scholars have uncoveredrtang mechanisms by which new
innovations affect the performance advantage ofdirThe examinations include the roles of
firms’ existing competencies (Tushman and Anderd®86), cognitive frames and routines
(Henderson and Clark, 1990), complementary as$efssés, 1997) and resource allocation
processes (Christensen, 1997). While multifacetexie studies have tended to concentrate on
how the characteristics of an innovation interaithiirms’ internal resources and product
development routines to affect performance. In@agl they have tended to overlook the
interaction with firms’externaldependencies.

Specifically, the innovation literature has oftasamed that all components are produced
and integrated by the focal firm (e.g., Hendersah Glark, 1990: 10). Firms, however, often
rely on external suppliers for their componentsleled, as numerous studies have highlighted
(e.g., Monteverde and Teece, 1982; Walker and Wél9&4; Argyres, 1996; Leiblein and
Miller, 2003), whether firms produce componentginally or source them externally is a choice
that depends on firms’ capabilities, economiescafesand scope, and the transaction costs
associated with the development of componentisnpgaper, we examine how firms’
performance in the face of technological changeeddg not only on the characteristics of the
innovation, but also on the extent of their invohent inboththe production as well as the
knowledge of key components.

Transaction cost economics (TCE) has been a keydtieal lens used by scholars to

evaluate how firms manage coordination problentbeénvertical chain. According to TCE, the



choice of vertical integration is based on the abgaristics of transactions between two
contracting parties (Williamson, 1985). In the @dtof innovation, such transactions may occur
during the development and integration of compamario the final product. Scholars in
innovation have suggested an important link betweers’ governance mode and their ability to
manage new innovations (Teece, 1996; Chesbrougieeck, 2002; Afuah, 2001). The
uncertainty coupled with transaction specific irtw@snts that accompany an innovation creates
contracting problems and hence, makes governaitgmkto the success of firms’ innovation
efforts.

While the dominant focus of firm boundary choice baen on the make-or-buy decision,
recent evidence suggests that firm’s vertical scmmsion also encompasses choice with respect
to integration of knowledge; i.e., instead of inwag in production, firms may invest in
knowledge of activities even if the activities argsourced (Patel and Pavitt, 1997; Fine, 1998;
Brusoni et al., 2001). This knowledge may help fintm better manage the coordination
challenges in the vertical chain by selecting slgauppliers and by improving the governance
in the vertical chain through crafting of supemontracts and more effective monitoring
mechanisms (e.g., Mowery, 1983; Mayer and Salor2006; Argyres and Mayer, 2007).

In this paper, we consider settings in which innmraefforts are characterized by high
transaction costs such that firms may improve tb@ardination of technological changes in
components through vertical integration. We exarhiow firms’ vertical scope, measured
through both production and knowledge of key congms, affect their effectiveness in
managing the technological changes underlying thawmvation efforts. We evaluate this
effectiveness according to the speed with whiangircommercialize new technology

generations. We consider how the decision to \ahyiintegrate is determined not only by



transaction costs but also by firms’ capabilitiad @aroduction economies. We argue that while
vertically integrated firms are likely to gain adw¥age from extending thearoduction
boundariego encompass component production, non-integfated will offset their
disadvantage by investing in the knowledge of conepts i.e., by extending théinowledge
boundaries' Finally, we predict that the disadvantage from-imdegration will be influenced by
the nature of technological change: non-integrétets will be more disadvantaged when
technological change &rchitecturalthan when it isncremental

We test our predictions in the dynamic random axoasmory (DRAM) industry from
1974 to 2005, a period during which the industaysitioned through 12 distinct technology
generations that were critically enabled by chamge®mponents. The 12 technology transitions
can be clearly classified as either incrementarohitectural (Henderson and Clark, 1990), such
that the interactions between transition typesfandstrategy are well characterized. Also,
because DRAMSs of a given technology generatiorhareogenous goods (Irwin and Klenow,
1994), comparisons between firms time to commareabn offer a particularly crisp measure
of performance. Hence, the DRAM industry is an esgdy good context in which to test our
arguments.

We find that vertically integrating into compongmobduction improves firms’ ability to
manage technology transitions. Although non-intesgtdirms have lower performance, this
effect is muted by the firms’ component knowledgereover, the relative advantage of
extending production vs. knowledge boundaries isrd@ned by two factors. The first is the
nature of technological change: integrated firmgehea greater advantage over non-integrated

firms when innovation is architectural than wheis iincremental. The second is the choice of

! We note that firms’ knowledge boundaries may maber than what we have considered in this study. O
conceptualization is consistent with prior resedhzt has examined firms’ knowledge in the contxctivities in
the vertical chain (e.g., Fine, 1998; Brusoni et2001; Takeishi, 2002).



vertical integration: non-integrated firms deriveagter benefit from their knowledge of external
components than do integrated firms.

Prior research in innovation has emphasized intehmalenges that firms face during
periods of technological change (e.g., Tushmanfamrson, 1986; Henderson and Clark,
1990, Christensen, 1997). Firms, however, oftereddmn external suppliers for their
innovation, and coordination of technological chesigcross different components may play no
less a role in shaping firms’ performance. Our exation of such coordination challenges
across 12 different technology transitions shegsmant light on how firms’ production and
knowledge strategies within its vertical chain affneir ability to commercialize new
innovations. Our results also extend the emergtatpture that integrates transaction cost
economics with competence based perspectives (eiglein and Miller, 2003; Jacobides and
Hitt, 2005; Hoetker, 2005; Mayer and Salomon, 200%¢ show that while knowledge of
external activities may improve firms’ governanegabilities, its effect may be muted for
partially integrated firms that have a lower retiaron external suppliers. Finally, we contribute
to the emerging literature of innovation ecosystémsexplicitly recognizing that the success of
firms’ innovation efforts depends on other innowas in the firms’ environments (e.g., Afuah
and Bahram, 1995; Adner and Kapoor, 2006; Adneéd62Gawer and Henderson, 2007), and by
showing how firm strategies interact with technatagjchanges in the environment to influence

performance outcomes.

THEORY AND HYPOTHESES

Technological Change and Firm Performance



Technological progress in an industry is charazgeriby long periods of incremental
improvements punctuated by radical changes (Ableyreatd Utterback, 1978; Sahal, 1981,
Dosi, 1982; Tushman and Anderson, 1986). Radicaahges occur when core technological
concepts underlying a given product are transforrard followed by emergence of a new
dominant design (Abernathy and Utterback, 1978;ekedn and Tushman, 1990). Incremental
changes are more subtle, such that core technalagiacepts are reinforced and progress takes
place along continuous technological trajectorizssf, 1982). The theoretical discussions in the
strategy and innovation literatures have providedtaset of insights on how technological
change affects firms. Empirical examinations, hosvetaave focused on understanding the
performance differences ofcumbents vs. entranky focusing on thenternal challengeshat
firms face in creating new innovations (e.g., Tuahmand Anderson, 1986; Henderson and
Clark, 1990; Christensen, 1997). In this study,cemplement the earlier literature by focusing
on the more common form of competition in technglbgsed industriesan incumbent vs.
other incumbentduring periods of incremental technological cha(k, BusinessWeek,

2006), and we focus on tlegternal challengethat firms face in coordinating technological

changes in the vertical chain (Teece, 1996; Af2801).

Firm’s Vertical Scope and Management of Non-Radical'echnological Change

We conceptualize product as composed of componteaitsre themselves arranged in an
architecture, and then examine how a firm’s prodacand knowledge boundaries with respect
to key components affect its ability to make tedbgical progress by introducing new
innovations. In this discussion, we only consigghhological changes in which core technical

concepts are reinforced, not overturned. Hence;amstrain the type of innovations to either



incremental or architectural (Henderson and Cla8©0). Such innovations are enabled by
technological changes in components along preiagistajectories (e.g., Henderson and Clark,
1990; Christensen, 1992; Henderson, 1995).

From the point of view of an innovating firm, manmagtechnological changes in
components requires close coordination betweenwnities that underlie the development of
components and their integration into the finalduret. This is especially true when such
components advance at non-uniform rates (Rosenb@v®, Hughes, 1983) or have
technological interdependencies that require erpartation and learning for their potential to
be realized (lansiti, 1998).

Transaction cost economics (TCE) has been a keydtieal lens used to explain how
firms could manage coordination between upstreasndamwnstream activities through a make-
or-buy choice. TCE views the make-or-buy decisigrtie firm as a solution to minimizing
transaction costs. Hence, the efficient form ofamigation for a particular transaction is deduced
based on key properties of the transaction: apseifgity, uncertainty and frequency
(Williamson, 1985). Of the different transactiorachcteristics, asset specificity has received the
most attention in the empirical literature as &yd a central role in the transaction cost approach
to vertical integration (Williamson, 1985, p. 58kset specificity refers “to the degree to which
an asset can be redeployed to alternative uselyaalternative users without sacrifice of
productive value”. Williamson (1991, p. 281) haentlfied at least six different types of asset
specificity: site specificity, physical asset sfiedy, human asset specificity, brand-name
capital, dedicated assets and temporal specificity.

In the context of innovation, an iterative processomponent development and

integration may require extensive interactions leetwemployees from the firm and the



upstream component supplier resulting in high huasset specificity (e.g., Monteverde and
Teece, 1982; Monteverde, 1995). In addition, sumhsiactions are also typically characterized
by high degree of temporal coordination betweenpmmment and product development and
hence, subject to temporal specificity (Wheelwrightl Clark, 1992).

Vertical integration of key technological comporseaharacterized by high asset
specificity would facilitate the commercializatiohnew innovation by mitigating contractual
hazards associated with the asset specificity. $azhrds may result in poor product quality or
delays in new product introductions where supplogrsrating under different incentive
conditions may behave opportunistically (Master@@LMeece, 1996). Hence, we expect that
firms’ vertical integration of component characted by high asset specificity would provide

superior coordination of activities during the coermalization of the new innovation:

Hypothesis 1: Vertical integration of a componemim@acterized by high asset specificity

will improve a firm’s performance in a new prodaéethnology.

Even if the likelihood of contractual hazards ie trertical chain may suggest
internalizing the production, firms may not be aldelo so. First, firms may not enjoy
production economies and hence, have higher prmiucosts than their suppliers (e.g., Walker
and Weber, 1984). Second, firms may not have tphalibty associated with the development
and production of key technological components.(&rgyres, 1996; Leiblein and Miller, 2003;
Hoetker, 2005). Finally, the likelihood of techngical obsolescence associate with components
may also dissuade vertical integration (e.g., Baakan and Wernerfelt, 1986). Such
constraints to internalizing the production areeesly relevant in industry contexts in which

innovations are created through the combinatiomwitiple component technologies advancing



rapidly such as in the medical, transportatioredemmunications, electronics and information
based industries.

While the strategic choice of firm’s production Inolaries is important, it is not the only
dimension along which firm strategies for comporteohnologies may be evaluated. For
example, Patel and Pavitt (1997) provided comprgilierevidence that the production
boundaries of the world’s largest corporationssageificantly narrower than their knowledge
boundaries. They found that many firms develop cetencies in a given technological field (as
measured by patents) even through they do notedgtparticipate in the relevant product
market. Similar findings have been reported ingdbmspace and the automotive industries i.e.,
firms invest in knowledge of components even iftbenponents are fully sourced through the
market (Fine, 1998; Brusoni et al., 2001; Takei2BD2; Ahmadjian and Lincoln, 2001).

Firm’s investment in knowledge of components maylitate the governance of
activities in the vertical chain by reducing infation asymmetry. More specifically, the
knowledge is likely to influence governance throagleast three different mechanisms. First,
the knowledge may allow firms to select superig@iers and avoid problems of low quality or
longer development times. Second, the knowledgeatsayhelp firms to craft better ex ante
contracts. Such contracts would clearly identifigscand responsibilities of the partners, detailed
project milestones, monitoring mechanisms, contwegelanning and knowledge sharing
between parties. Finally, the knowledge may allomd$ to monitor upstream activities more
effectively by evaluating supplier investment amdgvess during development and identifying
detailed specifications to asses the quality ofrtpets. For example, Ahmadjian and Lincoln
(2001) provide evidence of how Toyota’s investmarknowledge of electronics improved its

governance of activities with its key supplier, Ben



Some supporting evidence comes from our intervigitts Toyota engineers who stated that the quality o
Toyota’s discussions with Denso about parts desighmanufacturing had risen since Toyota’s investme
in electronics learning began. Before, they sa@jofa people sometimes asked silly or naive questio
procurement negotiations with Denso. Now that Tayeéas acquiring a solid knowledge base in the

technology, the communication between the compdrdaeimproved (pp. 689).

Hence, we expect that knowledge of component adilitate firm’s governance in the
vertical chain and offset the negative impact alemintegration i.e., not internalizing the

production of component with high transaction cost.

Hypothesis 2: In the absence of vertical integnatia firm’s knowledge of the external

component will improve its performance in a newduet technology.

Innovation within a product architecturequires not only the integration of individual
components but also the coordination of interactiogtween different components. While
technological progress in components along pretagisrajectories allow for new innovations,
these innovations may vary in their extent of “alpest in interactions between components
(e.g., Henderson and Clark, 1990; Christensen,;l1968derson, 1995). According to
Henderson and Clark, “architectural innovationfiem triggered by a change in a component —
perhaps size or some other subsidiary parametes désign — that creates new interactions and
new linkages with other components in the estabtigtroduct” (p. 12). Business and technology
historians have provided numerous instances intwthanges in a given component technology
often creates “disturbances” which are eventuabplved through modifications in other parts
of the architecture (Rosenberg, 1976 and 1982; Blaidgt083). These modifications may be
through changes in other components as well asghrohanges in the interactions between

components.
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The architecture of a product may include compandrdt are produced by the firm or
its suppliers. Henderson and Clark (1990) only mared product innovations in which the
components are designed, engineered, manufactndeditegrated by a single firm (p. 10).
Hence, their arguments with respect to coordinatimtines to commercialize new innovations
were directed at units within an organization. Hegrethese arguments may also be applied
when components are produced by the firm’s supplirst as the interactions within a firm are
characterized by communication channels, infornmdfiiters and problem solving strategies, so
too are the interactions between the firm andufgpbers (e.g., Dyer and Nobeoka, 2000;
Takeishi, 2002) which may require greater adaptadiaring an architectural innovation.

While Henderson and Clark (1990) provided convig@nidence from the
semiconductor lithography alignment equipment iiuhat architectural innovation was a
major reason for incumbent’s failure during teclogyl transitions, subsequent research in other
contexts has provided mixed findings. For exam@lajstensen and Rosenbloom (1995) showed
that in the disk drive industry, incumbents werecassful in commercializing new architectural
innovations as long as the innovation was devel@peddeployed within the same value
network. However, as Chesbrough (2001) notes, iteunts in the semiconductor lithography
alignment equipment industry were operating indae value network and were still adversely
affected by the architectural innovation.

We suggest that this inconsistency in findings lsamesolved through closer examination
of the interaction between firms’ production bounesand the nature of technological change.
In the semiconductor lithography alignment equipmedustry, three of the four architectural
transitions changed the relationship between the éd other components of the system

(Henderson and Clark, 1990, p. 23). Incumbent fiwhs relied on external lens suppliers to
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commercialize the new innovation exited the industhen confronted with architectural
innovations> However, the one firm that produced its own leBar(on), despite facing
significant challenges due to architectural inn@mratontinued to be an important industry
participant during and after the transition. Simylain the disk drive industry, the two
technology innovations in which existing value netks were preserved and incumbents were
able to successfully commercialize architecturabirations were the change from removable
disk-pack drives to 14 inch Winchester drives dmattansition from 3.5 inch to 2.5 inch drives.
In both of these cases, vertically integrated inlsents such as IBM, Control Data, Toshiba,
Hitachi and Fujitsu, which manufactured their ovay komponents of magnetic disk and drive
heads were successful (Christensen, 1993; Chrestearsd Rosenbloom, 1995; Christensen et
al., 2002). Hence, it does seem that across bdtistry settings, firms that were vertically
integrated in the production of key componentsqrered better with architectural innovations.
This observation is in line with Teece’s (1996)gosition that integrated firms fare better in
commercializing innovations that require “coordettdjustment” throughout the technological

architecture:

What is needed to successfully develop and comalaeisystemic innovations are institutions wittvio
powered incentives, where information can be freblgred without worry of expropriation, where east
can commit themselves and not be exploited bydbatmitment, and where disputes can be monitored and

resolved in a timely way. This is precisely whatltinoroduct integrated firms achieve. (p. 219)

The above discussion suggests that vertically rated firms may be able to better
coordinate technological changes in interactioas imderlie an architectural innovation. This
prediction is consistent with TCE. The changesiteractions between components during an

architectural innovation are likely to increase timeertainty associated with the coordination of

2 An incumbent firm, GCA, acquired a lens maker,piloin 1982 but continued to rely on an exterungipdier for
most of its technical and commercial needs (Hemaers988: 227).
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various tasks. An increase in uncertainty couplét greater asset specificity would exacerbate
the transaction cost and hence, further increasadliantage of hierarchy over markets as a
preferred organization mode to minimizing contrattuazards (Williamson, 1985). Hence, the
negative effect of firm’s under-integration will lgeeater for an architectural innovation than for

an incremental innovation.

Hypothesis 3: In the absence of vertical integnatia firm will be more disadvantaged

during an architectural change than during an intrental change.

INNOVATION IN THE DRAM INDUSTRY

The context for our study is the global dynamicd@mn access memory (DRAM)
industry. This industry is an ideal setting to t&&t hypotheses. Technological progress in the
DRAM industry during the period of study has beealded by changes in components along
existing technological trajectories. This resuli@@®RAM innovations being either incremental
or architectural, providing us with a natural cohto test our hypotheses. Throughout the
industry’s history, the key component technolodiiage been characterized by high asset
specificity during commercialization of new innoiis, such that the setting provides a valid
test for TCE predictions. Finally, new DRAM innoi@ts represent homogenous goods (Irwin
and Klenow, 1994). Therefore, each firm introduitesnew innovation with the same product
characteristics. Hence, comparing differencesri fierformance for a given product innovation
is less likely to suffer from biases that certaioguct attributes may not be observable to the

researcher.

Data
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We used both primary and secondary data for thidystThe primary data was collected
through a series of interviews with industry expenter a period of 18 months. The secondary
data was collected from semiconductor industry\ammalfirms, industry publications and US
Patent and Trademark Office (USPTO). Table 1 prewithe details of the sources of secondary
data that we used in the study to carry out thegtadéive analysis. Our sample includes every
firm that ever sold a DRAM on the open mark#te identified a total of 36 firms in the DRAM
industry that competed in 12 distinct DRAM genemas ranging from 4 Kilobit to 1 Gigabit
memory density from 1974 to 2005. In this study,omé consider the performance of
incumbent firms (that is, we include firms as dditbsecond generation of DRAM production)
Note that incumbent firms have been the leadingvators in the industry, consistent with the
presence of significant learning curve effects dnadtotal absence of successful radical (Cooper

and Schendel, 1976) and disruptive (Christense®/)li@novations.

(Insert Table 1 about here)

Component Technologies and Technological Change the DRAM Industry

Since its emergence in the late 1960s, the DRAMSHg has been viewed as a main
engine of growth for the entire semiconductor valhain. Due to advances in computing
applications, DRAM firms are faced with a continemeed to introduce new generations that
increase the memory density of the DRAM chip. Tremary density of the DRAM chip is
defined based on the number of “bits” of binaryadéiat the chip can store. For example, the 1
megabit (LM) DRAM chip can store 1 x“Ibits of data. Each bit on the chip is stored in a

memory cell - a simple electric circuit of transisand capacitor. The 1M generation was

% We do not have data on the small number of fitmas produced DRAMs exclusively for their own in-lsewse.
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succeeded by the 4M generation, which increasedanedensity, and could store 4 x°1ifits

of data on the chip. The increase in the densith@DRAM is achieved by increasing the
number of cells in the chip. However, the increasthe number of cells per chip can only be
economically viable if the size of the cell is redd. This reduction is constrained by the design
of the integrated circuits, the materials from whike chip is composed, and the process used to
manufacture the circuits.

The core capabilities of the DRAM firms encompassdpct design, process technology
and manufacturing engineering (Burgelman, 1994¢ fitocess technology and the
manufacturing engineering groups can be considesezhart of the DRAM firm’s manufacturing
capability. The successful commercialization oeawvDRAM generation requires co-
development of product design and process techgatogchieve the required DRAM density.
Once the new product is developed and commercthlibe focus moves to manufacturing
engineering to scale up the process to achieve lastlymes with high yields. Among the many
processes required to manufacture a DRAM, thedriohy process plays the most critical role
in reducing the cell size and allowing for the aatuction of new DRAM generations (Johnson
and Mack, 1992; Okazaki, 1995; Moore, 1995).

The lithography process used in semiconductor naauwifing is illustrated in figure 1.
There are three key component technologies thahtgrated in the lithography process - the
mask, the alignment equipment and the resist. itln@graphy process takes place when beams
of ultraviolet (UV) light from the alignment equigmt are directed onto the mask. The mask
bears the blueprint of the DRAM chip design. SitteeDRAM chip is made up of several
stacked layers with each layer characterized hyigue circuit design, several unique masks are

used to create a single DRAM chip. The mask allaysrtion of the light to pass through, onto
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the semiconductor substrate. The substrate, a DRAMr, is coated with an energy sensitive
chemical “resist”. The resist undergoes a chenmeattion wherever the mask has allowed the
light to pass through. This chemical reaction clesrthe structure of the resist and allows its
selective removal from the wafer through a develgmgirocess. Another chemical process is then
initiated in which the exposed parts of the waferetched. Finally, the remaining resist is
removed, creating a final circuit that replicaties initial DRAM design. A typical DRAM chip
goes through this process a number of times toesglly build the integrated circuits with
different mask designs. For example, the recenMLR&AM chip went through as many as 120

lithography process steps.

(Insert Figure 1 about here)

The alignment equipment, the resist and the maskey component technologies in the
DRAM manufacturing vertical chain. The DRAM firmé®mmercialization of new generation
depends in large part on progress in these compteemologies. While all these technologies
have been progressing at fast rates, their progi@ssot been uniform leading to the rise of
technological bottlenecks (Kapoor and Adner, 200®reover, the integration of these
component technologies during the commercializagtage requires extensive experimentation
and firm-specific learning. For example, a mandgen a supplier of mask technology

commented:

“We can offer our technology to our customer bovtihat technology works in the customer’s facilgy
very much a function of how the customer integr#itesdifferent technologies and we typically golbac

and forth until the technology is implemented inguction.”
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Hence, DRAM firms are faced with significant chalies in coordinating the
technological changes in the lithography componentsder to commercialize the new

generation.

Component Technologies and Asset Specificity

The commercialization of the new DRAM generatioguiees close collaboration
between personnel in the product design, procebsitdogy and manufacturing engineering
groups within the DRAM firm. This close collabor@tihas been referred to as “unstructured
technical dialog” which creates human asset spégyifoetween the design and manufacturing
activities (Monteverde, 1995). Since the mask regmés the blueprint of the firm’s product
design and is used to develop and scale up thefa@uating process, it is the bridge through
which this unstructured technical dialog takes @ladoreover, the mask activity is normally
located in a very close proximity to the semicoridumanufacturing. This is due to the
extensive timing and coordination during the conmmaization of new DRAM innovation. Any
delays in mask production can significantly afféet DRAM firm’s ability to introduce the new
generation, adversely affecting its competitiveadage. Hence, the coordination between mask
making activity and DRAM production is also chamtded by temporal specificity (Masten et
al., 1991). Our interviews with industry expertsifioned this aspect of coordination. For

example, a technical manager with a leading serdiectior manufacturer commented:

“From lab to production, there are typically thtedour mask redesigns.....Your designers come to you
and say we are going to change the chip desigryamaghould be able to implement it [the new mask
design] very quickly.”

The commercialization process also includes exterskperimentation with different

types of resist. The suitability of resist is ewfd based on its coating uniformity on the
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semiconductor substrate, its interaction with tihgnanent tool as well as its stability during the
chemical processes of developing and etching. A BIRAanufacturer invests significant
amount of effort and resources extending over nrmaogths in finalizing a resist for the new
DRAM process. Once a particular resist is finalized firm’s process “recipe”, any changes are
time consuming and extremely costly. In additioRAM firms invest in dedicated equipment
for downstream processes in their manufacturingsliwhich may be specific to a given resist
chemistry.

The alignment equipment is the final componentriietdgy within the lithography
architecture. As with resist, firms invest sigrdgiint resources in selecting the alignment
equipment from a limited number of suppliers. ldi&idn, firms incur dedicated investments to
integrate the equipment into their manufacturingsi and to create the infrastructure for

maintenance.

Component Technologies and Firm Boundaries

The above discussion suggests that all three ligpdty component technologies exhibit
a high degree of asset specificity for a DRAM fidoring the commercialization of new
generation and hence, DRAM firms may be subjeaenbhtractual hazards from the suppliers
of the respective components. While transaction cmssiderations may suggest that an efficient
organization of activities would constitute firnmtarnalizing all the three components, firm’s
choice may also depend on consideration of prodaatdsts and firm capabilities (e.g., Walker
and Weber, 1984; Argyres, 1996). During the timegakthat we studied, some DRAM firms
integrated the production afaskbut no firm integrated the productionresistor thealignment

equipmentThis finding is consistent with prior researcheldevelopment and production of
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resist requires large R&D and production investrmeand a deep knowledge of chemical
compounds and processing. Therefore, only largeiapeed chemical suppliers such as Kodak,
Hoechst and Shipley have manufactured the resiseimiconductor manufacturing. These
specialized chemical firms also enjoy large ecomsnoif scope through participation in other
chemical markets. Similarly, the development aratipction of alignment equipment also
require enormous R&D expenditures, and advancewleage of optics and mechanics. Hence,
firms such as Perkin Elmer, Nikon and Canon withbesior optics and mechanics capabilities,
and patrticipation in multiple photo-imaging markk#se supplied the alignment equipments to
DRAM firms.

While DRAM firms did not integrate the productiohkey components, we found that
they invested in the knowledge of such componekgsiiscussed later, our examination of
patents filed by DRAM firms showed that these finmgested in the knowledge of components
even when they outsourced their production. Tmdifig is consistent with prior examination of
knowledge boundaries using patent data for 44@eforld’s largest firms (Patel and Pauvitt,

1997) and for aircraft engine makers (Brusoni gt24101).

DRAM Innovation and the Nature of Technological G

The capability of the lithography process is ddfit@sed on the minimum feature size -
the smallest circuit dimension that can be patttorethe semiconductor. Figure 2 plots the
introduction of different DRAM generations and theimum feature size in microns (um =10
®m) that is achieved through improvements in theljraphy process. Since the emergence of
the DRAM industry with the introduction of 1K DRANMhere have been a total of 12 new

generations from 1974 to 2005. Moreover, each ggioeris enabled by the DRAM firm’s
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reduction of the minimum feature size. This redutis largely attributed to progress in the

alignment equipment, the resist and the mask.

(Insert Figure 2 about here)

While the new DRAM generations were commercialigzedugh improvements in the
alignment equipment, the resist, and the masketivere differences in the nature of the
technological changes across these generationke Zdists the different DRAM generations,
the minimum feature size and the key changes ifitttegraphy technology that enabled the
commercialization of the new product. We descriteedetails of these changes elsewhere
(Kapoor and Adner, 2007). From the table, it casdxen that certain changes within the
lithography technology represented incrementalwations whereas others represented
architectural innovations (Henderson and Clark,0)9Bor example, in the 64K DRAM
innovation, there was a change in the lithogragaimology from proximity printing method to
projection printing method. While projection primgi technology promised smaller feature size
and higher yield, it shifted the emphasis on thezess yield from the alignment equipment to
the mask. The change also altered the relatiors#tigpeen the mask and the alignment
equipment as the optical energy from the alignnegmipment was gradually scanned across the
wafer after being projected through a lens systamontrast, the commercialization of 1M
DRAM was achieved through incremental changes mpmments within the same technology

architecture as the previous generation of product.

(Insert Table 2 about here)
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The classification of these generations as beitigeincremental or architectural is a
key aspect of this study and presented us withjarmahallenge. To obtain this classification, we
discussed the details of each technology transititima number of industry experts, read
technical articles from the annual lithography eahce organized by The International Society
for Optical Engineering (SPIE) since 1976, and radidles written by industry analyst firms
such as Integrated Circuit Engineering, VLS| Reseand IC Knowledge. For each technology
transition we characterized the changes in lithplgyaechnology that enabled the new DRAM
generation. We also characterized the changeiretationship in the linkages between the key
components of aligner, mask, and resist. We tabdldtese descriptions, circulated them among
our industry experts, and made changes based wridbdback. All the experts agreed with our
final characterization of the different DRAM gen@pas. Consistent with the description of
architectural innovation in Henderson and Clarkd@%nd on the construct items developed by
Gatignon et al. (2002), we identified the DRAM imations being either incremental or
architectural according to whether a technologieaderation entailed changes in the critical
relationships among key components (coded archit@gtor not (coded incremental).

While the successful DRAM generations have bedreeincremental or architectural,
there have also been attempts to introduce rathnalations to replace the conventional
integrated circuit technology based on the metad@semiconductor (MOS) technology.
However, none of the radical innovations have eaténe mainstream of DRAM markets and
hence, this setting provides us with a naturalr@mdr innovations that are, exclusively, either

incremental or architectural.

* These include the development of various magme¢imory products such as the bubble memory and the
magnetoresistive random access memory (MRAM) sgaired very different processing technologies and
materials.
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Measures

Dependent Variable

Our measure of firm performance is based on tineditiming of commercialization of
the new DRAM generation. Research in strategy basidered firm’s time of entry into new
markets as an important driver of competitive adege (Lieberman and Montgomery, 1988;
1998). In addition, studies on innovation have us®ds timing of new innovation as a key
measure of its performance (e.g., Schoonhoven,et390; Brown and Eisenhardt, 1995;
Gatignon et al., 2002). The sharp price erosioniatahsive rivalry in the DRAM industry
creates a significant early mover advantage wihgiven DRAM generation (Methe, 1992; Enz,
2003). These advantages are largely a result ofitepby doing (Hatch and Mowery, 1998;
Irwin and Klenow, 1994). As a result, DRAM firmseatontinuously striving to be first to
introduce the new generation with improved lithgumatechnology. The measure is also
appropriate to test for the firm’s ability to coordte technological changes in its vertical chain
SO as to minimize delays in the commercializatibnew innovations.

We measure the firm$§iming of Innovatioras one plus the difference in the number of
guarters (3-month periods) between the first shigrbg the firm and the first shipment in the
industry for a given DRAM generation. Hence, thetffirm takes the value of 1 and a firm that
commercializes the generation three quarters #iféefirst firm takes a value of 4. We used the
logarithmic transformation of the dependent vagahlour analysesSince we examine all
firms that have participated in the industry, wendd face any left censoring issues. We are also

confident that right censoring is not a problenoun data given the dynamics of the industry. In

® As a test of robustness, we also used a lineaifaion and the results are fully consistenthwose reported
here, but with a lower R-squared.
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the DRAM industry, product life cycles are shortlantry into older generation of products is
not economically viable once a new product hasrtaket; that is, firms begin their production
in the newly introduced generation, not the olde#s). The only generation for which we have
potentially incomplete observations is the 1G gatien that emerged in 2003, into which a
number of incumbents had yet to enter by 2005. Weopned robustness test by excluding the

1G generation and the results are consistent Wwilohes reported here.

Independent Variables

Among the three component technologies- the maskidsist and the alignment
equipment, we focus on the firm’s governaoheice (make-or-buy) decision for the mask
technology and investment in knowledge for bothrtteesk and the resist technology. As
discussed earlier, none of the DRAM firms interoedi the production of the resist due to the
high cost of development and production and hemeejo not consider the governance choice
for the resist. We also exclude the alignment egeiut from the boundaries’ analysis as there
were no instances of internalized production anebi difficult to measure the knowledge of the
alignment equipment using the patent data.

The industry has treated the mask and the resishtdogy as key component
technologies for semiconductor manufacturing. Thedrtance of the mask and the resist
technology to the semiconductor industry can bemgliéied by the occurrence of regular annual
dedicated conferences such as Photomask Japamni@l BACUS Symposium, the European
Conference on Mask Technology and Advances in R&shnology and Processing in which
new technological developments are presented aodsied. The variabMask Governance

takes a value of 1 if the DRAM firm outsourced pgreduction of mask technology and takes the
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value of 0 if the firm is vertically integrated mthe mask technology in the year prior to its
commercialization of the new DRAM innovation. Weasared the firm’s knowledge in the
mask and resist technology using patent data. \Wedaadustry experts who have been
associated with the mask and resist R&D to prouslgvith the most prominent technology
subclasses associated with the two comporfans.identified the patent subclass 430/5 as the
key technology subclass for the mask technology,patent subclasses 430/270.1, 430/191a,
430/192a, 430/326, 430/325, 430/281.1, 430/190/3430as key technology subclasses for the
resist technology. We also confirmed the validityh® subclasses as proxy for knowledge
underlying the components by examining the patgratsted to specialized mask and resist
manufacturers. The subclasses mentioned above dtadithe patents for all specialized firms.
The variableMask KnowledgandResist Knowledgare operationalized as the number of mask
and resist related patents filed by the DRAM firmihin the 3 years preceding the firm’s year of
commercialization of the new DRAM generation. Sangpatent based measures have been used
in prior studies to examine firm’s knowledge iniaey technology (e.g., Patel and Pavitt, 1997;
Cattani, 2005). We defined the variaBlechitectural Innovatiorfor a DRAM generation based

on whether the generation entailed changes innkades among the key components as
indicated in table 2. The variable takes a valugé ibthe DRAM innovation is architectural and

O if it is incremental.

Control Variables

We controlled foFirm Sizeas measured by the log of firm’s annual salesnflihions of

$) in the year prior to its commercialization oéthew generation. Firms in our sample vary in

® These experts included industry veterans suchais Mevenson, who worked for IBM during the 1988rsl is
the inventor of perhaps the most important inn@vain the mask technology — the phase shift mésk,dllowed
for feature sizes to be smaller than 0.25um.
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their degree of dependence on the DRAM market.d@ssDRAMS, these firms may also be
active in other semiconductor markets. Burgelmé&b®94) account of Intel’s participation in
both the DRAM and the microprocessor markets sugddbat firm’s market scope may
influence its resource allocation towards the dgwelent of new innovations. We controlled for
this effect using the variablerm Scopedefined as the percentage of firm’s sales in DRAM
markets in the previous year. Finally, we accoonwfriations in the complexity of the DRAM
innovation. The variablBRAM Feature Size¢he smallest dimension of the cirqug a widely
used measure of the sophistication of the produttitiae process technology required to create
these miniaturized DRAM products.

As a robustness check, we also controlled for Jeggfirms and the results are consistent
with the ones reported in the paper. Evidence, gmignfrom the automotive industry, have
shown that Japanese firms use greater degreeatibredl governance that increases trust and
decreases opportunism (e.g., Womack, Jones and Re@3; Dyer, 1997). However, as noted
by Williamson (1985) and more recent evidence bgamtjian and Lincoln (2001), Japanese
auto firms use a combination of formal and relaiarontracts to manage governance in the
vertical chain. While Japanese firms may face redwpportunism, governance of supplier
activities is certainly a key determinant of th&iiccess and this governance capability has been
shown to increase with their knowledge of supietivities (e.g., Takeishi, 2002).

Finally, to ensure that our results are not bidsetemporal effects, we created dummy
controls for each of the four decades in our stualyhough we would have preferred to use finer
grained temporal controls, we are constrained byd#égrees of freedom in our data. The results

with time controls are fully consistent with theesreported here.
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Statistical Method and Analysis

Since firms may self-select into the governancenfat is possible that the observed level
of performance is conditional upon unobserved fadtioat may have influenced the firm’s
governance choice (e.g., Leiblein et al., 2002polserved factors that influence both the
governance form and performance thus create atieldas and normative implications drawn
from the estimation are incorrect. We follow Hecknpaiocedure (1979) to address this self-
selection problem. This procedure includes a 8tagge probit model to specify a selection
equation and then calculates the inverse Mill'®rét) that is used as a control variable in the
second stage performance model (cf. Shaver, 1988)first stage selection equation is given
by:

Prob (Y= 1|X) = &(5'X)

Where Y is governance choice variable that takes the vafleme if a firm outsources
the production of mask and zero if it verticallyagrates into the mask. The set of independent
variables includes measures for firm’s productioaremies and knowledge in mask, the extent
of new technology investment required in the maskammercializing the new DRAM
generation and the contractual hazards associatedhe existing mask supply. Firm
characteristics include production scale measumexigh firm size, production scope measured
through firm scope and mask knowledge. We alsoidenghe extent of new technology
investment that firms may incur in mask for the M@RAM generation. The need for new
investment may prevent firms from vertical integrat(Balakrishnan and Wernerfelt, 1986).
The DRAM feature size is a useful proxy to meashesdegree of new investment as smaller
feature size significantly increases firm’s investits in the mask making facility (Trybula and
Grenon, 2003). Finally, we use the number of maglpkers as an instrument in the first-stage

estimation. Prior research has identified small bers bargaining hazards due to the number of

26



suppliers as being an important source of contedt¢tazards that firms may consider in
choosing their governance mode (Pisano, 1990; ¢igildt al., 2002). We account for this hazard
by measuring the number of mask suppliers in tliergyear of observation.

After the first stage estimation for firm’s govent& choice and the calculation of the
inverse Mill's ratio {), the second stage performance model is estimeied ordinary least
squares (OLS). Since firms patrticipate in multiplRAM generations, we account for the
possibility that residuals for a given firm maydmarelated across innovations by using

STATA's “cluster” option.

RESULTS
First-Stage Governance Choice Results

Table 3 presents results from the first stage gasre choice models for mask (Buy=1,
Make=0). In model 1, we include the direct effemft$irm attributes - firm size, firm scope and
mask knowledge. In model 2, we test the effecteat technology investment by including
DRAM feature size and in model 3, the full modeg test the effects of small numbers
bargaining hazards by including the number of nsagdpliers. The results from all
specifications are consistent with previous researbe decision to internalize the production of
mask technology is based on firms’ consideratiohath production and transaction costs
(Williamson, 1985: 93). The coefficient for firmzei is negative and significant suggesting that
large firms are more likely to vertically integrateo mask. As expected, the coefficient for firm
scope is negative indicating that firms that ase active in other non-DRAM markets have a
greater propensity to vertically integrate. Firms more likely to undertake large investments in

mask production if they can leverage this stratagset for DRAMSs as well as other markets.
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However, this effect is significant for only modélsaand 2. The effect of mask knowledge is
positive and weakly significant for models 1 ansuggesting that firms with greater mask
knowledge are more likely to use external goverraifibe coefficient for DRAM feature size is
negative and significant suggesting that as theedegf investment in mask production
increases, firms tend to rely on external supplersheir masks. Finally, the positive and
significant coefficient for number of supplierscisnsistent with the expectation that firms
internalize the production of mask when small nurslib@rgaining hazards are likely (Pisano,
1990; Leiblein et al., 2002). We use the resuttsffmodel 3 to calculate the inverse Mill’s ratio

for the second-stage performance model.

(Insert Table 3 about here)

Second-Stage Performance Results

Industry incumbents pioneered all new technologyegations in our study sample,
regardless of whether the innovation was increni@ntarchitectural. Moreover, in 10 out of 12
generations (the exceptions are 4K and 128M), itvegering incumbents were vertically
integrated with respect to the mask technologyrdfioee, vertical integration of mask seems to
facilitate early commercialization of the DRAM geagon. The descriptive statistics and

correlations for variables used in the second staggel are reported in table 4.

(Insert Table 4 about here)
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Table 5 provides results from the firm’s performameodel. Model 1 includes the
controls and the firm’s knowledge and governanagaghfor mask. In model 2, we account for
the potential self selection bias in the choicg@fernance mode by including the inverse Mill's
ratio. In model 3, we relax the assumption thatcibhefficients for firms that are vertically
integrated are the same as the firms that outsdliecanask technology. Controlling for self
selection, we split our sample between verticaltggrated and non-integrated firms and
estimate their effects separately. In model 4 vetute the effect of firm’s resist knowledge and
in model 5 we include the covariate for architegtumnovation.

A comparison of the results of model 2 with thotenodel 1 indicates that the
coefficients are broadly similar in signs and magphe except with generally larger standard
errors. The statistically significant coefficieor the inverse Mill’s ratio justifies the use o&th
Heckman procedure in our performance estimatioe. ddefficient for mask governance is
positive and significant suggesting that firms thhatot integrate into mask production tend to
commercialize new generations later than theirieaty integrated rivals, even after controlling
for the unobserved characteristics that may inttedooth the firm’s governance choice and

performance. Hence, these results support hypathesi

(Insert Table 5 about here)

In model 3, the coefficient for mask knowledge égative and significant not only for

firms that integrate into mask production but dtsofirms that outsource the mask. This implies

that firms that do not integrate into mask produtitan offset their disadvantage by investing in

mask knowledge to improve their ability to coordengechnological changes in the vertical
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chain (Hypothesis 2). The difference in the mastvkdedge coefficient for the firms that
vertically integrate into mask and those that dowes statistically insignificant
(p=0.644).While both integrated and non-integrdieds benefit from their knowledge of
masks, the estimated coefficient for resist knogters negative and significant only for firms
that do not integrate into mask. Whereas non-iategrfirms benefit from their knowledge of
both the resist and the mask, firms that integratemask do not benefit from their knowledge
of resist. Hence, the effect of resist knowledgehanfirm’s timing of innovation provides mixed
support for hypothesis 2. Moreover, the differemcthe resist knowledge coefficient between
the two subsamples is significant ( p=0.039) sutyggshat non-integrated firms benefit more
from their knowledge of resist than do firms thaegrate into mask.

In model 5, the coefficient for architectural indon is negative but insignificant for
integrated firms. The effect is positive and sigpaift for non-integrated firms. Hence, non-
integrated firms tend to commercialize the new DRééheration later when the change is
architectural than when it is incremental. In casty vertically integrated firms seem unaffected
by the nature of the transition. The findings fromadel 5 support hypothesis 3 that the negative
effect of non-integration on the firm’s performansegreater during an architectural change than
during an incremental change. We also find thatlifference between the two coefficients is
significant (p=0.025) which implies that the deteintal effect of architectural innovation is
greater for non-integrated firms than for integdad@es.

In order to better interpret the above findinggjufe 3 plots the expected timing of new
DRAM generation for an average firm as a functibthe firm’s mask and resist knowledge for
the different governance choices and the transtipas. We generate the figure by multiplying

the coefficient estimates with the average firmilastes for the respective integrated and non-
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integrated sub-samples. At the mean levels of madkresist knowledge, firm that integrated
into mask commercializes the new innovation 2.34rggus after the first introduction and this
timing is independent of whether the innovatiomiemental or architectural. At the mean
level of mask and resist knowledge, the non-integrdrms commercialize the new innovation
4.76 quarters after the first introduction whenitireovation is incremental and 7.32 quarters
after the first introduction when the innovatiorarghitecturalA one standard deviation increase
in the non-integrated firm’s mask and resist knalgkereduces the lag to 2.74 quarters in the
case of an incremental innovation and 4.39 quanteliftse case of an architectural innovation. In
assessing the economic significance of these coamafieation lags, consider that the average
guarterly market size during the first two yearshaf 64M DRAM was US$497m. In addition to
extracting greater share of this revenue, earlymemialization may also provide a firm with a
significant competitive advantage through learrhggloing which carry over into later time

periods (Irwin and Klenow, 1994).

(Insert Figure 3 about here)

We performed several additional tests to ensuitedtinareported results are not sensitive
to the chosen measures. It is possible that theditipment may represent delivery of samples
that may not be fully qualified by the customergnke, the quarter in which the first shipment is
recorded for the new DRAM innovation may inapprafely confer an early “sampler” with a
competitive advantage. In order to check for théswe also tested two alternative
commercialization thresholds in which the timingrafovation was measured as the first quarter

in which the firm shipped 100,000 and 250,000 uoitdhe new DRAM generation. In addition,
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we also included a 5-year window for the patenedaseasures of component knowledge.
Finally, as the primary subclass may under-reptaberknowledge underlying the patent
granted to the firm, we included component knowkedgpasures using patents where the mask
or the resist subclass is not restricted to ondypthmary subclass. The results from all the above
alternative measures were fully consistent withahes reported in the paper.

Lastly, we comment on the results for the conteosiables. After accounting for
governance selection, the estimated effect for fime is insignificant. The effect of firm scope
is positive and significant for both the integratadl non-integrated firms suggesting that
broader firm scope could compromise the speedeofitin’'s new DRAM technology
development as resources get shared across muytgadect lines. As expected, the effect of
DRAM feature size is negative. However, it is sfgraint only for non-integrated firms. Greater
complexity of the DRAM (smaller feature size) igrabated with greater delays in the non-
integrated firms’ commercialization of the new DRAJdneration. The difference between the

coefficients for integrated and non-integrated &irwas insignificant (p=0.956).

DISCUSSION AND CONCLUSIONS

This study examines how firms’ vertical scope, nuead through both production and
knowledge boundaries, affects their performancendyseriods of technological change. While
prior research on innovation has focused on thexmiat challenges faced by firms, we explicitly
add consideration of the external challenges indinating technological changes in the vertical
chain. We suggest that in the context of interddpahcomponent technologies being integrated
by the innovating firm, governance of activitieghe vertical chain is a key determinant of the

firm’s ability to commercialize new innovations.
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We find support for prior research on productiondaries that firms’ decision to
integrate activities in the vertical chain is jdynletermined by their capabilities, production and
transaction costs. After taking into account thiedeinants of firms’ governance choices, we
find firms that integrate into components with hagset specificity are able to commercialize
new innovations earlier than their non-integratgdls. We also find that while high production
costs may deter firms from internalizing the pragutof components with high transaction
costs, firms’ knowledge of such components canesasvan imperfect substitute to improving
their commercialization of new innovations. Thisding was validated in our conversations with
industry participants who emphasized the importaridanowledge of the key lithography
components in managing suppliers. For example;lateal manager with a large DRAM

manufacturer remarked:

“If we were to just get the resist from the mankéthout having any expertise, it will be a disadtar
developing the new technology...... this knowledge & jot useful but essential, and an important urc

of competitive advantage.”

The knowledge of upstream components is likehyatlitate the firm’s governance of
activities in the vertical chain during their demginent and integration into the firm’s product.

We discussed this result with a manager in a ntegrated firm and he commented:

“The expertise in resist and mask helps us to selgmpliers but more importantly, it helps us tonage

the ongoing process of evaluation and feedback thahsupplier during technology development
iterations... expertise in mask and resist helpstgadesign contracts....in most companies, the actual
people that do purchasing work very closely witlginaers to create specifications when they create
contracts....the last two [monitoring and writingooitracts] are more important aspects and giveg mor

bang for your buck for investment in expertise.”

A surprising result from the study was that firraebwledge of external components

with high asset specificity seems to play a mogeificant role for lean firms — those that do not
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vertically integrate into either of the componeiist does not affect the performance of firms
that vertically integrate into the mask. Why ighiat a firm that does not integrate into any of the
components of lithography technology benefits nfoye knowledge of external components
than a firm that “partially” integrates into theekaology? We asked this question of our industry

experts and the following quote captures the egsehthe difference:

“Firms that outsource critical technologies havaenacentive to develop supplier capabilities tfiams
that own technologies..You do see [in the industry] that certain firms aruch better in managing
technology development with suppliers than othEngse are the firms that rely on suppliers for nadst

their technology needs.”

This finding certainly warrants future researclhuinmderstanding how the scope of firm’s
vertical integration in a multi-component technglogteracts with its knowledge of components
to influence governance capabilities and competitislvantage. It is possible that non-integrated
firms may build superior capabilities to managepi@ps and enjoy greater benefits from their
knowledge of external components. The increasiugrdity of component technologies and
their rapid rate of change are making it incredgidgficult for all critical components to be
produced within a single firm (e.g., Freeman, 199fhg, 1998). Hence, firms’ governance
capabilities are likely to play a critical roletimeir successful commercialization of new
innovations.

The final result of the study shows that within &esting vertical chain of activities,
incremental changes in component technologiestresahanges in the interactions between
components, and such architectural changes seeradte significant delays in the
commercialization efforts of non-integrated firrkkence, vertically integrated firms seem better
suited for architectural innovations. This findisigggests an important boundary condition for

firms pursuing non-integrated “lean” strategies thay may be significantly disadvantaged if
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new innovations are architectural. A corollarylwktfinding is that the lack of vertical
integration in an industry may induce technologjmalgress primarily through incremental
innovations until a new radical innovation is ituwed.” Hence, architectural innovations which
have a potential to extend the technology life-eyoly not be pursued due to coordination
problems.

A separate issue concerns the general emphassednch on innovation. Historically,
the innovation literature has focused on understgndifferences between entrants and
incumbents during periods of punctuated technolgibange. While such episodes are both
interesting and important, by far the bulk of ecmioactivity is characterized by innovation and
competition in an environment in which incumberampete with other incumbents across non-
radical technological transitions. Leading techgglonnovators such as Apple, IBM, Intel,
General Electric, Microsoft, Samsung, Sony and Taywwe continuously faced with the
challenge of introducing new innovations that imgrohe product performance or reduce cost
within an existing dominant design. The timely coenaalization of these innovations plays an
important role in extending the firms’ competitizdvantage over their rivals. For example, the
results from a recent survey of more than 1000ocsenanagers by BusinessWeek and the
Boston Consulting Group revealed incumbents aradipg the largest percentage of their
innovation related resources on non-radical innonatand the biggest obstacle cited towards
realizing the returns on investments in innovati@s slow development times (BusinessWeek,
2006). We hope that the findings of this study wicehcourage scholars in innovation to move
beyond the “incumbent vs. entrant” question to alsesider the drivers of the “incumbent vs.

incumbent” competitive advantage during periodaari-radical technological change.

" Economic historians have documented a relatioriséipeen the extent of vertical integration in mafustry and
its rate and direction of technological advance.&@mple, see Frankel’'s account of innovatiorthéBritish
textile and iron and steel industries (1955) anaxi$aaccount of the diesel-electric locomotive istity (1976).
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While we have taken care in this empirical exanmamatthere are several limitations. The
sample is restricted to a single industry and tieeeneed to explore the generalizability of our
findings in other contexts. Our use of patent dataeasure firm’s component knowledge
assumes the firm’s propensity to disclose such kedge. It is possible that certain DRAM
firms may choose to keep this knowledge as a tsadeet. However, there is strong evidence
that semiconductor firms aggressively patent toths& knowledge as bargaining chips (Hall
and Ziedonis, 2001), such that our context at lpagtally controls for this concern. Finally,
although our measure of innovation performancerasd timing of DRAM innovation is
particularly suitable to our context, it would bieiterest to explore our hypothesized effects
using additional measures of performance.

Overall, the results of the study argue that tiecebf technological change on firms
should be considered more broadly to also incledbriological changes in the firm’s vertical
chain. We show that governance issues are norfggzriant than firm’s internal resources and
routines in managing technological changes thaetiedthe commercialization of new
innovation. Moreover, we hope that our results enage researchers to expand their
examination of governance strategies pursued msflseyond the make-or-buy to also include
their knowledge profiles, and consider how thestagjies interact with changes in technology.
This study also extends the emerging literatureititagrates transaction cost economics with
competence based perspectives (Argyres, 1996;diriahd Miller, 2003; Jacobides and Hitt,
2005; Hoetker, 2005; Mayer and Salomon, 2006). Wsvshow firms’ governance decisions
and knowledge affect a different performance outednan those normally looked at - firms’

timing of new innovation. We also show that whikens’ knowledge of external activities may
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facilitate the development of governance capaéditits effect may be muted for firms that are

integrated into a subset of activities and havenget reliance on external suppliers.
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Figure 1

Schema of the Semiconductor Lithography Technology
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Figure 3

Firm’s timing of DRAM innovation as a function of its governance strategy for mask, its

knowledge of mask and resist, and the nature of thaological change.
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Table 1
Description of the Secondary Data Used for the Styd

Secondary Data Sources

Data

Gartner Dataquest

Quarterly DRAM shipment by
firm, Quarterly DRAM price.

VLSI Research

DRAM firm annual sales.

US Patent and Trademark Office

D

Patents grantedAND firms.

Rose Reports

DRAM firm’s participation in
mask production.

Reynolds Consulting

DRAM firm’s participation in
mask production.

Grenon Consulting

DRAM firm’s participation in
mask production.

IC Knowledge

DRAM feature size

SPIE Conference Proceedings
(Technical Articles)

Changes in component
technologies of alignment
equipment, resist and mask for
DRAM generation. Changes in
relationships between different
components.

Industry Articles by Analysts

Changes in component
technologies of alignment
equipment, resist and mask for
each DRAM generation.

#We had to use multiple sources for the firm’s makduy decision for the mask technology as induatralysts
providing such services operated at different fragods of the study. We used the overlapping yeacheck that
the data between different sources is consisteatfadhd no discrepancy between the three sourtesis
expected as internal mask production was a “comyfidmiown fact in the industry.
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Table 2

Changes in Lithography Technology for Each DRAM Geeration and the Nature of
Technological Change

DRAM Minimum Description of Changes in Lithography . . . . .
Generation | Feature Technology that Enabled the New DRAM Major Changes in Critical Relationships Type Of.
. . Between Components Innovation
(Year) size (um) Generatior?
1K (1970) >8 N.A. N.A.
4K (1974) 8.0 Mask is now separated from the v_vafer with a Incremental
tiny gap to improve the process yield.
16K (1976) 50 Improvemepts in mas.,k making process and Incremental
resist chemistry to print smaller circuits.
UV light is passed through reflective lens Interaction between mask and alignment tooll
64K (1979) 3.0 system of the alignment equipment and throygklanufacturing performance is now driven by| Architectural
the mask on to the wafer. mask as compared to the alignment equipment.
UV light is projected through refractive lens
s_ystgm on only_a part of the wafer at any O"8 Interaction between the mask and the alignment
time; the mask is shifted across the wafer in equipment chandes from scannind to steppin
256K (1982) | 1.6 steps, such that multiple exposures are made quip ges Irc ng PPINIArchitectural
i Minimum feature size is now driven by the
across the wafer to complete the lithography| . - .
h .2 | interaction between the tool and the resist.
process. The pattern on the mask is 5-10 times
the DRAM circuits.
1M (1985) 12 Improvement in resist chemistry to achieve Incremental
smaller feature size.
An increase in the size of the lens in the
4M (1988) 0.8 alignment equipment and improvement in resist Incremental
material.
Egg#;t'%négézfnvgi\éiﬁn?;eoé gvélr?;r: ﬁ(g?m Relationship between the alignment equipment
16M (1991) | 0.5 . . P y g and the resist due to change in wavelength frofrchitectural
the resist material to absorb lower wavelength
light. 438 to 365 nanometers (nm).
Increase in the size of the lens of the alignment
64M (1995) | 0.35 equipment; improvement in mask making Incremental
process and resist material.
128M 0.30 Increase in the size of the lens and Incremental
(1998) ) improvement in mask and resist components|
Absorption of the low wavelength light by the
Reduction in the wavelength of UV light from| mask and the resist becomes a key bottleneck to
256M 0.25 365nm to 248nm accompanied by changes in reducing the feature size. New mask techniq HES. chitectural
(2000) ) the resist and mask material to absorb lower| such as phase shift mask (PSM) and optical
wavelength light. proximity correction (OPC) are employed to get
smaller features.
Increase in numerical aperture of the lens;
512M . ! .
(2001) 0.23 |mprovemer)t in mask making process and Incremental
resist material.
1G (2003) 0.18 Increase in numerical aperture of the lens, Incremental

improvement in mask and resist materials.

@For details of changes in lithography technolodgape refer to Kapoor and Adner (2007)
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Table 3

Probit Estimates for First-stage Governance Choic&odel for Mask (Buy=1, Make=0)

@) &) 3
Firm Size -0.522%** -0.923*** -0.997***
(0.100) (0.162) (0.174)
Firm Scope -2.280*** -1.165** -0.843
(0.372) (0.511) (0.550)
Mask Knowledge 0.032* 0.020 0.033*
(0.017) (0.015) (0.017)
DRAM Feature Size -0.783*** -0.964***
(0.194) (0.214)
Number of Suppliers 0.244**
(0.076)
Constant 4.541%x 6.362*** 5.504*+*
(0.710) (0.924) (0.974)
Log-likelihood -71.60 -62.81 -58.32
Incremental 17.58%+* 8.98***
Observations 166 166 166

Robust standard errors in parenthesis.

* significant at 10%; ** significant at 5%; *** sigificant at 1%.
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Table 4
Descriptive Statistics and Correlations

Timing of | Mask Resist Architectural | _. . Firm DRAM
Innovation| Knowledge | Knowledge | Innovation Firm Size Scope ;iezaé[ure
Entire Sample (N=166)
Mean 1.58 4.84 3.66 0.40 6.73 0.64 -0.29
S.D. 0.92 9.28 7.43 0.49 1.55 0.35 1.19
Min 0.00 0.00 0.00 0.00 3.58 0.00 -2.41
Max 3.14 46.00 45.00 1.00 9.35 0.99 2.08
Correlations
Mask Knowledge -0.31
Resist Knowledge -0.32 0.52
Architectural Innovation | 0.15 -0.14 -0.15
Firm Size -0.48 0.48 0.45 -0.10
Firm Scope -0.09 -0.33 -0.23 0.05 -0.05
DRAM Feature Size 0.06 -0.53 -0.47 0.11 -0.58 0.56
Make Mask (N=99)
Mean 1.28 4.24 4.68 0.41 7.20 0.78 -0.07
S.D. 0.91 7.24 8.54 0.50 1.32 0.22 1.09
Min 0.00 0.00 0.00 0.00 4.09 0.00 -2.21
Max 2.94 27.00 45.00 1.00 9.35 0.99 2.08
Buy Mask (N=67)
Mean 2.03 5.73 2.15 0.37 6.04 0.42 -0.61
S.D. 0.73 11.66 5.10 0.49 1.62 0.40 1.28
Min 0.00 0.00 0.00 0.00 3.58 0.00 -2.41
Max 3.14 46.00 20.00 1.00 9.00 0.99 2.08

All correlations above 0.2 are significant at p.@®
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Table 5

Second Stage Regression Results for the Firm’s L¢§iming of Innovation) 2

(1) (2) (3) (4) (5)
Make Mask| Buy Mask| Make Mask Buy Mask Make Mask uyBAask
Mask Governance (Buy) 0.404** 1.568***
(0.188) (0.472)
Mask Knowledge -0.026*** -0.031*** -0.026* -0.036*** -0.026** -0.@4 -0.026** -0.020***
(0.009) (0.008) (0.012) (0.007) (0.012) (0.007 ol) (0.006)
Resist Knowledge 0.004 -0.039** 0.004 -0.039***
(0.017) (0.014) (0.017) (0.012)
Architectural Innovation -0.016 0.367***
(0.132) (0.090)
Firm Size -0.297%*** -0.055 -0.224 0.092 -0.231 0.055 -0.230 .028
(0.080) (0.127) (0.254) (0.115) (0.247) (0.108 28D) (0.087)
Firm Scope 0.367 0.822%* 1.646** 0.626** 1.676** 0.578** 1.67+ 0.510*
(0.228) (0.279) (0.683) (0.257) (0.708) (0.269 710) (0.249)
DRAM Feature Size -0.310*** -0.116 -0.210 -0.126 -0.204 -0.176* -020 -0.188*
(0.101) (0.117) (0.237) (0.100) (0.243) (0.096 .2403) (0.102)
Inverse Mill's Ratio () -0.753** -0.702 -0.844** -0.669 -0.707* -0.672 HB9*
(0.309) (0.602) (0.307) (0.559) (0.328) (0.568 .208)
Constant 3.220*** 0.910 1.472 1.747%** 1.494 1.908*** 1.493 1.905%*
(0.511) (1.083) (2.323) (0.612) (2.310) (0.574 3) (0.477)
R-squared 0.37 0.40 0.32 0.47 0.32 0.51 0.32 0.57
Observations 166 166 99 67 99 67 99 67

& Lower value of dependent variable implies supgp@nformance i.e., earlier timing of innovation.
Standard errors in parentheses, clustered by firm.
* significant at 10%; ** significant at 5%; *** sigificant at 1% (two-tailed t-test).



